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Executive Summary
In the rapidly evolving landscape of pharmaceutical and medical-device quality management, artificial intelligence (AI)

and machine learning (ML) systems promise unprecedented gains in efficiency, accuracy, and innovation. However, these

technologies also introduce novel risks and challenges that fall outside the scope of traditional deterministic validation

frameworks. This report examines how a risk-based approach, grounded in established guidelines such as ICH Q9
Quality Risk Management, can be adapted to validate AI/ML systems in regulated environments. Drawing on regulatory

guidance, industry case studies, and academic research, we outline how quality risk management (QRM) principles can

meet the unique needs of AI, highlighting tools, metrics, and life-cycle strategies that balance innovation with patient

safety and data integrity.

Key findings include:

Fundamental Shift in Validation Paradigm: Conventional software validation (e.g. GAMP 5, IQ/OQ/PQ protocols) assumes static,

deterministic behavior. In contrast, AI/ML systems are inherently probabilistic and adaptive. We demonstrate that this calls for a shift from

static to continuous, data-centric validation and monitoring ([1] www.biotech-asia.org) ([2] www.biotech-asia.org).

Regulatory Momentum: Regulatory agencies worldwide are actively addressing AI/ML. The FDA and EMA have issued discussion

papers and draft guidances, and the EU AI Act (implemented August 2024) codifies risk-based requirements for high-risk AI systems ([3]

www.bioprocessonline.com) ([4] easymedicaldevice.com). New standards (e.g. ISO/TR 24971 guidance, BSI/AAMI 34971) explicitly

incorporate risk-based AI concepts ([5] pmc.ncbi.nlm.nih.gov). ICH Q9 itself has been revised (R2), emphasizing probabilistic modeling

and life-cycle management to accommodate emerging technologies ([6] www.fdaguidelines.com) ([4] easymedicaldevice.com).

Risk-Based Metrics and Performance: Traditional performance metrics (accuracy, ROC) often ignore the asymmetric clinical impact of
errors. Recent studies in AI-enabled medical devices show that weighting false positives and false negatives by clinical risk can change

outcomes by nearly 200% ([7] pmc.ncbi.nlm.nih.gov). We argue that AI validation must use risk-weighted metrics and decision rules

tailored to each application. As one review notes, “many scientific papers… do not include risk considerations” ([8]

pmc.ncbi.nlm.nih.gov), underscoring the need for explicit risk-based evaluation.

Life-cycle Approach: Validating AI/ML requires continuous oversight. We outline a four-phase life cycle (Concept, Development,

Validation, Operation) aligning with GAMP 5 and ICH Q9 ([9] ispe.org) ([2] www.biotech-asia.org). Crucial elements include robust data

governance (ALCOA++ principles), bias mitigation in training data, version control, change management, and ongoing post-deployment

monitoring to detect drift or degradation. Tools such as automated retraining triggers, continuous risk audits, and human oversight

protocols are essential.

Case Studies: Real-world examples illustrate both promise and pitfalls. For instance, Perrigo Pharmaceuticals applied ML-driven

predictive maintenance to their equipment and achieved a 20% reduction in unscheduled downtime ([10] www.cash-platform.com). At

the same time, an AI-based quality inspection system must be carefully validated to avoid undetected defects. These cases highlight the

balance between leveraging AI benefits and rigorously managing its failures.

Implications and Future Outlook: The convergence of ICH Q9 risk management with AI/ML validation has profound implications. A

robust framework can shorten validation cycles, enable faster innovation, and reduce human error—provided regulators and industry
adopt standardized practices. Ongoing developments such as FDA’s AI/ML SaMD Action Plan and IEC 82304-2 (software lifecycle) will

shape these practices. Ultimately, embedding QRM into AI development fosters trustworthy AI: systems that are explainable, auditable,

and aligned with quality culture and patient safety.

This report provides a detailed roadmap for stakeholders in life sciences and healthcare to implement risk-based AI

validation. We synthesize guidance across domains (GxP, medical devices, pharma manufacturing), analyze quantitative

studies, and propose practical strategies. By systematically applying QRM tools (e.g. FMEA, risk matrices) to AI,

organizations can meet both ICH Q9 expectations and the emerging legal requirements (EU AI Act, FDA Guidance) for AI

in regulated operations.
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Introduction

Background: Quality Risk Management in Pharmaceuticals
Quality Risk Management (QRM) is a cornerstone of modern pharmaceutical regulation. Since the International Council

for Harmonisation (ICH) introduced Guideline Q9 in 2005, the industry has adopted systematic approaches to identify,

assess, and control risks to drug quality and patient safety throughout the product life cycle ([11] www.qualitydigest.com).

QRM principles (as codified in ICH Q9/ICH Q9(R2)) emphasize that risk is a function of probability and severity, and

that quality decisions should be informed by structured tools (e.g. FMEA, HACCP, risk matrices) and robust

documentation. Incorporated by reference into global regulatory frameworks (21 CFR Parts 210/211, EU GMP, ISO

13485, etc.), these principles transformed a once-reactive, informal practice into a disciplined process ([11]

www.qualitydigest.com) ([6] www.fdaguidelines.com). For example, Quality Digest notes that “previous to the ICH Q9

framework, risk assessment approaches were… reactive, variable, with limited formalization” ([11] www.qualitydigest.com) –

a gap that Q9 sought to fill by mandating risk-based thinking at every stage of pharmaceutical development,

manufacturing, and distribution.

AI/ML in Pharma and MedTech: Opportunities and Challenges
Simultaneously, advances in AI and ML are revolutionizing many sectors, including life sciences. Applications range from

drug discovery (predicting chemical properties and identifying new compounds) to manufacturing (optimizing process

parameters) and quality control (automated visual inspection) ([12] www.biotech-asia.org). AI can enhance yield, reduce

waste, detect outliers faster, and even predict patient responses. For instance, ML algorithms have matched or

surpassed human performance in tasks like tumor image analysis ([13] pmc.ncbi.nlm.nih.gov).

However, pharmaceutical environments are heavily regulated with very low tolerance for error. This tension leads to

cautious adoption of disruptive tech. Traditional computer system validation (CSV) frameworks assume that with

identical inputs and system states, software yields deterministic, reproducible outputs ([14] www.linkedin.com). Quality

system documents, including GAMP 5 (focusing on a V-model lifecycle), FDA’s 21 CFR Part 11 (electronic

records/compliance), and ISO/IEC 25010 (software quality), provide guidance on validating conventional software and

control systems. These frameworks rely on fixed requirements (URS) and qualification protocols (IQ/OQ/PQ) to rigorously

test features.

AI/ML systems challenge these paradigms. By design, they learn from data and often produce probabilistic outcomes.

As one reviewer observes, “AI systems…exhibit behavior that cannot be fully predetermined” ([15] www.linkedin.com). For

example, a neural-network-based visual inspection might classify the same image differently due to stochastic inference,

or an autonomous agent system could develop novel problem-solving strategies beyond its initial programming ([15]

www.linkedin.com). These characteristics undermine simple “enumerate test cases, demonstrate fixed pass/fail” methods.

As the Biotech-Asia review notes, AI/ML’s “adaptive, data-driven behaviour challenges traditional validation frameworks

designed for deterministic software” ([16] www.biotech-asia.org). Data integrity issues (ensuring ALCOA++ compliance for

inputs and outputs in AI) and model biases are additional concerns ([17] www.bioprocessonline.com) ([16] www.biotech-

asia.org).

In light of these differences, regulators and industry bodies have begun to extend QRM and validation frameworks to
AI. For example, ISPE’s GAMP 5 (2nd Edition, July 2022) now includes Appendix D11 on AI/ML, providing guidance on

compliant integration and risk-based life cycles for AI systems ([9] ispe.org). The FDA has signaled two complementary

tracks: one for AI/ML as medical devices (SaMD), with an action plan and draft guidances, and another for AI use within

regulated manufacturing/quality systems. Notably, the FDA’s draft Computer Software Assurance (CSA) guidance

promotes “risk-based assurance” in place of traditional CSV for production and quality software ([6]
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www.fdaguidelines.com). Likewise, ICH Q9 is being revised (R1/R2), with proposals to incorporate probabilistic risk

analysis more compatible with machine learning ([6] www.fdaguidelines.com) ([4] easymedicaldevice.com).

Scope and Objectives. This report delves into risk-based approaches to AI validation in the context of

pharmaceutical and medical manufacturing. We focus on how ICH Q9’s principles can “meet” the needs of machine

learning. We review the historical context of QRM, the current regulatory environment (FDA, EMA, EU AI Act, ISO

standards), and technical literature on ML validation. Through data analysis, metrics comparisons, and case studies—

from vision inspection to predictive maintenance—we illustrate how risk management tools (e.g. weighted performance

metrics, probabilistic modeling) can be applied. We also examine how emerging guidelines (e.g. GAMP D11, ISO/TR

24971, BSI/AAMI 34971) and legal requirements (like the AI Act’s mandates) explicitly demand risk-based controls for

high-risk AI systems ([4] easymedicaldevice.com) ([18] easymedicaldevice.com). Finally, we discuss the long-term implications

and future directions, such as the integration of AI change control in ICH Q12 and sustainable trust models.

This work synthesizes academic, regulatory, and industry sources. It is structured as follows:

Quality Risk Management (ICH Q9) and Its Evolution: Review Q9’s concepts and the R1/R2 revision.

Unique Features of AI/ML in GxP: Outline the novel risks of AI (drift, bias, explainability, data quality) and how they

complicate validation.

Regulatory and Standards Landscape: Summarize relevant regulations (21 CFR 11/820, EU Annex 11, QSR, ISO

standards) and new AI-specific rules (FDA discussion papers, AI Act, ISO 13485 guidance).

Risk-Based AI Validation Strategies: Present methods for risk assessment of AI systems, including risk-weighted

metrics, hierarchical validation (component versus system-level), and continuous monitoring plans. Include tables

contrasting traditional versus AI validation.

Data and Metrics Analysis: Compare common ML performance metrics (accuracy, AUC) versus risk-based

alternatives (utility functions, expected harm). Quantify potential gains from risk weighting using hypothetical

scenarios and literature (e.g. false negative/positive cost ratios).

Case Studies: Provide real-world examples of AI in regulated settings (e.g. predictive maintenance at Perrigo, QC

imaging, clinical diagnostics) to illustrate risk mgmt in practice.

Implications and Future Outlook: Discuss how aligning with ICH Q9 and related guidelines can accelerate AI

adoption while ensuring compliance. Consider future guidance (e.g. FDA’s Final SaMD Guidance, AI Act harmonized

standards, ICH Q12 updates) and industry trends.

Throughout, we emphasize evidence-based arguments and cite relevant data and expert opinions. The goal is not only to

argue that risk-based validation is needed, but also to detail how organizations can implement it systematically. The

resulting framework aims to balance the dynamic nature of AI with the rigorous demands of quality systems, turning ICH

Q9’s risk principles into practical controls for the AI era.

Quality Risk Management (ICH Q9) and AI

Principles of ICH Q9 QoRM

International Conference on Harmonisation (ICH) Guideline Q9 defines quality risk management as a systematic process
for the assessment, control, communication, and review of risks to the quality of the drug product across its lifecycle

(www.ema.europa.eu). Key principles include:

Projective Assessment: Risk-identification should be forward-looking and systematic, not merely reactive. All

potential hazards (sources of harm) and harms (end results affecting patient safety or product quality) are to be

considered (www.ema.europa.eu).
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Risk Estimation: Assess severity of potential harm and probability of occurrence. Tools like Failure Mode and

Effects Analysis (FMEA) allow semi-quantitative scoring of these factors ([19] pmc.ncbi.nlm.nih.gov) ([4]

easymedicaldevice.com).

Risk Integration: Decisions on process design, change control, and resource allocation should be proportionate to

risk level. High risks demand more rigorous controls and verification.

Iterative Review: Risks and controls must be continually monitored and revisited in light of new data (deviations,

market feedback). Lifecycle management is emphasized ([4] easymedicaldevice.com).

Documentation and Communication: A quality risk management report should justify decisions and controls,

facilitating regulatory review or inspection.

ICH Q9 (R1) was adopted effective July 2023 (www.ema.europa.eu) and further clarified in Q9(R2). The revision

emphasizes modeling techniques (Monte Carlo, probabilistic analysis) for uncertainty, acknowledging that stochastic

evaluation may support complex risk decisions. In practice, ICH Q9 supports risk-based validation by allowing, for

example, that test coverage and documentation effort be scaled to the criticality of a system: truly mission-critical systems

get exhaustive validation, while lower-risk systems can follow a “minimal approach” consistent with risk tolerance.

Adapting Q9 to AI/ML Validation

When applying Q9 to AI/ML, one must translate AI’s vulnerabilities into traditional risk concepts. Some key

considerations:

Hazard Identification for AI: What could go wrong with an AI system? Hazards might include: mispredictions

causing clinical or process harm, data breaches leaking patient or proprietary data, model degradation (drift) leading

to latent faults, and algorithmic bias that systematically disadvantages certain patients or conditions ([4]

easymedicaldevice.com) ([7] pmc.ncbi.nlm.nih.gov).

Risk Assessment Metrics: Severity is often context-dependent. For example, a false negative cancer diagnosis is

severe (missed treatment), while a false positive might merely lead to extra testing. The probability component may

derive from statistical model error rates, but also from data quality metrics (how representative is training data?).

Tools like weighted confusion matrices or cost-based utility functions can quantify this (see Section Data and
Metrics Analysis).

Risk Control Measures: Controls in AI systems include technical fixes (bias mitigation algorithms, encryption of

data, model explainability checks), procedural actions (review protocols, operator training, human-in-the-loop

oversight), and validation protocols (acceptance criteria set by risk tolerance). Each control should map to specific

hazards identified (e.g., adversarial robustness testing addresses cybersecurity hazard ([18] easymedicaldevice.com)

([4] easymedicaldevice.com)).

Risk Review and Change Management: Because AI models can change over time (retraining with new data,

algorithm updates), Q9’s change management becomes critical. Every model update must be assessed: Does it

introduce new risks, or mitigate existing ones? ICH Q9 advises that substantial changes require re-evaluation of

controls; this aligns with the FDA’s concept of the Predetermined Change Control Plan (PCCP) for AI/ML devices.

Models in production should be continuously monitored (see Life-Cycle Oversight below).

In short, ICH Q9 offers a framework: any AI/ML system risk can be managed if it is systematically identified, analyzed,

controlled, and reviewed under QRM processes. The complexity lies in faithfully quantifying new AI-specific hazards.

Modern QRM encourages formal modeling of uncertainty, which fits well with probabilistic AI behavior: for example, using

Bayesian failure modeling or Monte Carlo simulations of model outputs to estimate risk distributions. The ICH Q9 (R1)

committee explicitly invites such probabilistic approaches for quality risk management ([6] www.fdaguidelines.com) ([4]

easymedicaldevice.com).
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Aspect Traditional Software Validation AI/ML System Validation

Behavior
Deterministic: identical input ↔ identical output (

[14]

www.linkedin.com).

Probabilistic and adaptive: outputs may vary, influenced by stochastic processes (
[15]

www.linkedin.com).

Requirements
(URS)

Fixed functional requirements (e.g., throughput, accuracy).
Requirements include data integrity, model fairness, and performance across scenarios ([17]

www.bioprocessonline.com), requiring flexible targets.

Testing Scripted test cases (IQ/OQ/PQ) with defined pass/fail. Continuous validation: e.g. statistical validation, k-fold cross-validation, bias testing. Risk-based test coverage.

Change Control
Changes (software mods) infrequent; requalification triggered by

major change (
[20] www.linkedin.com).

Frequent model updates (retraining): implement Predetermined Change Control Plan (PCCP) and continuous risk

assessment (
[4] easymedicaldevice.com).

Validation Focus Code functionality and hardware (instrument) reliability. Data pipeline quality, model training process, algorithmic correctness, hyperparameters.

Monitoring Once-validated, periodic audits.
Continuous post-market surveillance: performance metrics, drift detection, human oversight (

[4]

easymedicaldevice.com) ([7] pmc.ncbi.nlm.nih.gov).

Risk
Management

Occasional review via QA committees

(unchanged ignoring stable systems).

Integral at every stage: risk-based metrics (precision/recall weighted by harm), continuous risk file updates (
[18]

easymedicaldevice.com) (
[4] easymedicaldevice.com).

Documentation Project dossier, V-model documents.
Includes “model card” documentation: data sources, biases, limitations, risk analysis, retraining logs ([18]

easymedicaldevice.com) (
[4] easymedicaldevice.com).

Table 1: Comparison of Traditional Deterministic Software Validation vs AI/ML Validation. Citations indicate guidance and

analyses emphasizing the need for continuous, risk-focused approaches when validating AI/ML systems ([21]

www.linkedin.com) ([4] easymedicaldevice.com).

Regulatory and Standards Landscape
The convergence of AI/ML with life-sciences quality compliance is shaped by an expanding regulatory landscape.

Stakeholders must integrate guidance from multiple sources:

ICH Guidelines: Beyond Q9, other ICH guidelines bear on AI: Q8 (Pharmaceutical Development R2) and Q10 (Pharmaceutical Quality

System) emphasize design space and continuous improvement ([17] www.bioprocessonline.com) ([6] www.fdaguidelines.com).

Notably, Q10’s quality system is intended to incorporate continuous improvement, a concept applicable to adaptive AI/ML processes.

FDA (US) Requirements:

21 CFR Part 11 and 21 CFR Part 820 (Quality System Regulation): All computerized systems that control GxP data must be validated for

accuracy, reliability, and security. AI/ML systems in manufacturing/quality must meet these general criteria (e.g. audit trails, data integrity,

cybersecurity) ([22] www.fdaguidelines.com) ([6] www.fdaguidelines.com).

Computer Software Assurance (CSA) Draft Guidance (FDA, 2023): Promotes risk-based approaches to software validation. Specifically, it

encourages sampling and remediation strategies over exhaustive testing ([6] www.fdaguidelines.com). In the AI context, this implies

focusing testing on high-risk scenarios and continuously monitoring model performance (rather than one-time full validation) ([6]

www.fdaguidelines.com).

AI/ML Medical Devices: Under the SaMD paradigm, the FDA published an Action Plan (2021) and guidance drafts enabling iterative

machine learning in devices. The finalized SaMD Action Plan (Dec 2024) emphasizes “predetermined change control plans” (PCCP) to

safely manage model updates. Although focused on clinical devices, the underlying approach—predetermining how an AI model may

change post-market—is a key risk-management concept applicable to GMP processes as well.

AI in Manufacturing Discussion Paper (FDA, Mar 2023): The agency solicited comments on AI/ML in drug manufacturing ([3]

www.bioprocessonline.com). Industry feedback highlights the lack of guidance for AI-specific issues (bias, data quality, model

governance) ([17] www.bioprocessonline.com). The forthcoming direction (though not yet codified) is for flexible risk-based oversight:
FDA states its vision is for “flexible, risk-based approaches that ensure AI systems remain reliable, traceable, and under human control”

([22] www.fdaguidelines.com).
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21 CFR 211.68, 58.190: These require periodic review of manufacturing and laboratory controls, implicitly covering AI algorithms. Failure

to continuously verify AI performance (as new data arrives) could violate these principles.

EMA (EU) and State-of-the-Art Standards:

EU GMP Annex 11 (Computerized Systems): Annex 11 requires a risk-based approach to computerized systems validation. The new ICH

Q9 revision (R2 effective 2023) similarly underscores updating risk management throughout the life cycle ([4] easymedicaldevice.com).

Annex 11 does not explicitly mention AI, but its principles (e.g. vendor assessment, electronic records) apply.

EU AI Act (Regulation 2024/1689, in force Aug 2024): The AI Act is the first horizontal AI law. It classifies AI systems by risk, and software

in healthcare (MDR/IVDR) automatically falls under “high-risk” by cross-reference. High-risk AI must satisfy extensive risk management,

transparency, performance monitoring, and data governance requirements. Crucially, Article 9 (Risk Management) of the AI Act
mandates a continuous risk management system for high-risk AI that covers ML-specific hazards: “model drift, algorithmic bias, and

cybersecurity vulnerabilities” ([4] easymedicaldevice.com). The Act dovetails with MDR/IVDR obligations, instructing manufacturers to

integrate AI risks into their QMS ([18] easymedicaldevice.com). For life science firms, the AI Act effectively means any GxP-processed

AI (diagnostic tool, process control, etc.) is treated as high-risk and must be validated with a risk-based approach similar to that

demanded for medical devices.

EU MDR/IVDR Integration: Medical devices that use AI are doubly regulated: under device rules (MDR/IVDR) and the AI Act. The MDCG
(Medical Device Coordination Group) has issued guidance (MDCG 2022-22) endorsing risk management per ISO 14971 but also aligning

with AI Act expectations. Manufacturers should aim to combine audits so that an MDR/IVDR manufacturer audit and AI Act conformity

assessment are done together ([23] easymedicaldevice.com).

International Standards:

ISO 14971:2019 (Medical Device Risk Mgmt): A global harmonized standard for medical device risk mgmt requires iterative risk

assessment, though it predates AI. Importantly, it defines risk as “combination of probability and severity” ([24] pmc.ncbi.nlm.nih.gov), a

framework readily applied to AI-specific hazards with quantified probabilities (model error rates, breach likelihood) and severities (patient

harm scales).

ISO/TR 24971: A technical report providing application guidance for ISO 14971. The recent edition specifically addresses AI/ML devices,

advising on unique risks in AI (data quality, transparency) ([5] pmc.ncbi.nlm.nih.gov).

BSI/AAMI TIR 30601 (2020) and Hitachi-Abeyi: Emerging standards for SaMD now anticipate AI/ML. Most notably, BSI/AAMI TIR
34971:2023 is a draft technical report applying ISO 14971 to AI devices. It recommends considering biases and cybersecurity in risk

assessments, but notes it still “does not address the core elements of the risk management process” ([5] pmc.ncbi.nlm.nih.gov).

Nonetheless, it aligns with the EU viewpoint that risk mgmt must account for AI-specific factors.

GAMP 5 (2nd Ed, 2022): The industry-leading guide cites ICH Q9 and CSA paradigms. It contains Appendix D11 devoted to AI/ML.

Appendix D11 presents an AI/ML lifecycle framework integrating with GAMP phases (Concept, Project, Operational) ([9] ispe.org). It

emphasizes data integrity and iterative development, and introduces risk categorization for AI subsystems. While GAMP 5 is a good

practice guideline (not a regulation), it reflects consensus on risk-based AI validation in pharmaceuticals ([9] ispe.org).

Other ISO Standards: Quality Management standards (ISO 9001/13485) now explicitly call for risk-based thinking across the

organization. For example, ISO 13485:2016 (medical device QMS) has multiple risk references. Business Continuity (ISO 22301) and

Information Security (ISO 27001) standards also inform AI deployment, especially regarding continuity of AI services and confidential

data.

Inevitability of Risk-Based Frameworks: All these documents share the premise that AI functions cannot be validated by old methods

alone. The fact that both regulators and industry standards urge a risk-centric validation approach (one review calls it a “unified, risk-

based blueprint” ([25] www.biotech-asia.org)) indicates broad alignment. Table 2 below summarizes key guidance:

Guideline/Standard Year/Version Relevance to AI/ML Validation

ICH Q9 (R1/R2)
2005 (rev.

2023)

Quality Risk Management principles; R1 encourages probabilistic methods; integrate AI risks throughout product lifecycle (
[6]

www.fdaguidelines.com) (
[4] easymedicaldevice.com).

GAMP 5 (2nd ed.) 2022 Appendices D11/S1 specifically address AI/ML; prescribes AI life cycle and risk-based controls ([9] ispe.org).
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Guideline/Standard Year/Version Relevance to AI/ML Validation

FDA CSA Guidance (Draft) 2022
Endorses risk-based software validation; applicable to AI systems in cGMP, encourages sample testing and ongoing monitoring (

[6]

www.fdaguidelines.com).

FDA AI/ML SaMD Plan 2021-24 Introduces Predetermined Change Control Plan (PCCP) for AI devices; emphasis on continuous learning with predefined oversight.

EU AI Act (Reg 2024/1689) 2024
Classifies AI by risk; high-risk (including medical/clinical AI) requires continuous risk mgmt (Art.9) and data governance; enforced via QMS ([4]

easymedicaldevice.com) (
[18] easymedicaldevice.com).

ISO 14971 / TR 24971 2019 Medical device risk mgmt framework; TR 24971 updates include AI considerations (e.g., data bias, uncertainty) (
[5] pmc.ncbi.nlm.nih.gov).

BSI/AAMI TIR 34971 (Draft) 2023
Guidance for AI/ML medical device risk mgmt; identifies AI-specific risks (bias, drift, security) but notes remaining gaps ([26]

pmc.ncbi.nlm.nih.gov) (
[5] pmc.ncbi.nlm.nih.gov).

Annex 11 (EU GMP) 2022 Computerized system validation: align with risk management; although AI not explicit, its principles apply to AI in GMP processes.

FDA 21CFR Part 11 / 820 1997 / 1996 Foundational US requirements on GxP software and QMS; require auditability and risk management; implicitly cover AI systems used in manufacturing.

FDA ICH Q10 (Pharm Quality
System)

2019 (R2)
Includes continuous improvement within QMS; new revision fosters use of modern tools (mention of statistical tools, etc.), facilitating AI life-cycle

controls.

IEC 62304 / 82304-2 (Med) 2015 / 2022
Medical software lifecycle standards; IEC 62366-1 risk mgmt in design; new IEC 82304-2 (health software) includes quality management processes,

which can cover AI.

FDA “Using AI/ML in D&BP”
Draft

2023 A discussion draft for AI/ML in drug/biologics development; details data and QC expectations for ML models.

Table 2: Selected regulations and standards relevant to AI/ML validation in life sciences. Each guides risk-based
validation in different ways, but all emphasize risk management over prescriptive testing. (Sources: FDA QRM path

papers ([6] www.fdaguidelines.com), AI Act text ([4] easymedicaldevice.com), ISO literature ([5] pmc.ncbi.nlm.nih.gov).)

This regulatory patchwork underscores that a formally documented Risk Management System, integral to the Quality

Management System (QMS), is now required for AI/ML. The emphasis across jurisdictions is on documenting AI-specific

hazards, rigorously evaluating them, and continuously mitigating those risks. As one expert summary concludes, “end-to-

end AI compliance will require exhaustive integration of risk management in all phases of an AI system’s life cycle”

(capturing both FDA and EU perspectives) ([4] easymedicaldevice.com) ([18] easymedicaldevice.com).

Risk Identification and Evaluation for AI
Systems
Any risk-based approach begins by identifying hazards. In AI/ML contexts, these include:

Model Inaccuracy: The risk of a model producing incorrect outputs. This could be due to overfitting, underfitting, data drift, or adversarial

inputs. Consequences range from minor quality variances to severe patient harm. The probability can be estimated through statistical

validation (cross-validation error rates, confidence intervals) while severity follows the impact of decisions made on those outputs ([7]

pmc.ncbi.nlm.nih.gov).

Bias and Fairness: Hidden biases in training data can cause systematic errors (e.g. under-diagnosis in certain populations). Hazard: an

unfair model decision. Vulnerability decreases with careful data sampling and bias-detection tests (e.g. comparing error rates across

subgroups) ([26] pmc.ncbi.nlm.nih.gov) ([4] easymedicaldevice.com).

Data Integrity and Quality: Poor data can “garbage-in, garbage-out.” This includes mislabeled records, incomplete datasets, or outdated

historical data. Such flaws lead to unpredictable model behavior. Thus, risk assessment must rate data quality assurance as a control to

mitigate model uncertainty ([17] www.bioprocessonline.com) ([4] easymedicaldevice.com).

Model Drift (Performance Decline Over Time): AI models often degrade as new real-world conditions diverge from training conditions.

A “drift hazard” occurs when outputs slowly become invalid. The FDA and EU both emphasize monitoring and retraining strategies to

catch drift early ([4] easymedicaldevice.com). For example, if an image recognition model starts missing new defect patterns, this

hazard must be detected via continuous monitoring metrics.
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Cybersecurity Vulnerabilities: AI systems can introduce new attack surfaces (poisoning data, model inversion). Any breach could leak

sensitive patient or IP data, or cause model malfunction. Risk mgmt identifies these as hazards and treats them via encryption, access

controls, and network monitoring—similar to any IT system, but with particular concern on poisoning and adversarial risk ([18]

easymedicaldevice.com) ([4] easymedicaldevice.com).

Autonomy Misuse: If AI makes recommendations or decisions, an operator may over-rely on it despite known limitations. Over-trust is a

risk (human factors hazard). Controls include clear user instructions, training, and forcing confirmation steps.

After hazards are listed, one defines Risk Levels. A typical method is to assign severity (S) on a scale (e.g. 1–5) and

occurrence (P) on another scale, then compute a risk priority number (RPN = S×P) or use a risk matrix. In AI, we may

also attach a detectability (D) factor (for example how easily an output error would be caught by a human reviewer),

expanding RPN to S×P×D (as in FMEA). Tools like Bow-Tie diagrams (hazard-centered) or FMECA (Failure Mode,

Effects, and Criticality Analysis) can be applied to AI modules.

A notable innovation is risk-weighted performance metrics. Traditional accuracy metrics implicitly weight false positives

and negatives equally. However, the true “cost” of each error type can differ. Following Reich & Haimerl’s framework ([27]

pmc.ncbi.nlm.nih.gov) ([7] pmc.ncbi.nlm.nih.gov), one defines a cost matrix (c_FP, c_FN). For instance, in a cancer screening

AI, let c_FN = 100 (missed cancer) and c_FP = 1 (false alarm). The expected risk R = (FP × c_FP + FN ×

c_FN)/(TP+TN+FP+FN). Optimization then seeks to minimize R (e.g. by adjusting classification threshold). Notably,

studies show that using such risk-based metrics can dramatically change model choice: the same two models might trade

places in “best” ranking when costs differ ([7] pmc.ncbi.nlm.nih.gov). Failure to include risk weighting can “blind” a

validation: a model with 98% accuracy might still pose unacceptable risk if its errors are all high-severity.

Regulatory Alignment: Crucially, a risk analysis must map to regulatory expectations. In the EU, ISO 14971/ISO/TR

24971 define risk = probability×severity ([24] pmc.ncbi.nlm.nih.gov) and call for integrating probabilities (likelihoods) and

severities into calculations. The AI Act’s reliance on ISO 14971’s definitions means that QRM exercises for AI still follow

familiar quantitative patterns, albeit with AI-specific inputs ([24] pmc.ncbi.nlm.nih.gov) ([4] easymedicaldevice.com). In the US,

while FDA does not mandate a specific formula, its draft guidances and CSA discussions clearly favor presenting

quantifiable evidence (e.g. confidence intervals, error distributions). In all cases, documentation should show that all

identified risks have been considered and mitigated as far as practicable, in line with ICH Q9’s “as low as reasonably

practicable” (ALARP) philosophy ([8] pmc.ncbi.nlm.nih.gov) ([4] easymedicaldevice.com).

Risk-Based AI Validation Strategies
Building on identified risks, organizations can design validation strategies that allocate effort where it is most needed. Key

components include:

Risk-Tailored Test Plans: Instead of exhaustive code coverage, focus on high-risk functions. For ML algorithms, this might mean stress-

testing regions of input space associated with high-severity outcomes. E.g., for a fermentation process AI that predicts yield, put extra test

cases where yield sensitivity is greatest. Per the CSA draft, this is akin to testing the extremes of the function deliberately to probe for
hidden failure modes.

Data-Focused Qualification: Validation of an AI system often begins with the data pipeline. The training, validation, and test datasets

should be qualified for quality and representativeness. This may involve:

Verifying data lineage and ALCOA++ compliance (Attributable, Legible, Contemporaneous, Original, Accurate, etc. ([28] www.biotech-

asia.org)).

Ensuring anonymization or data-privacy requirements are met.

Checking for adequate sampling across subgroups to minimize bias ([17] www.bioprocessonline.com) ([26] pmc.ncbi.nlm.nih.gov).

Document that the selected datasets reflect the intended use context.
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Model Qualification (IQ/OQ/PQ analog): For AI, one can still define Installation Qualification (IQ) as verifying the environment

(hardware, libraries), Operational Qualification (OQ) as finalizing the architecture and hyperparameters, and Performance Qualification

(PQ) as demonstrating model results meet acceptance criteria on unseen data. However, unlike deterministic systems, PQ may include
statistical confidence (e.g. 95% CI on performance) and multiple runs to account for randomness (e.g. seed variability).

Guidance from GAMP D11 suggests identifying critical to quality (CTQ) parameters of an AI model: input data features, model

architecture choices, and training convergence measures. Each CTQ point is treated like a “critical process parameter” in an analog

process, controlled by documented SOPs ([9] ispe.org).

Bias and Explainability Checks: These are analogous to safety checks. Conduct fairness audits (e.g. disparate impact analysis), and

require explainability reports for high-risk decisions (LIME, SHAP values) so that an expert could interpret why the AI made a prediction.

While not a traditional risk tool, this aligns with risk control: it mitigates the hazard of “undetected bias” by surfacing it.

Model Change Protocol (Predetermined Plan): Given that ML models often update, a risk-based validation includes a change control
plan that specifies how retraining or parameter changes are approved. For instance, the FDA’s PCCP concept for devices translates

here: any model update requires running a subset of validation OQ/PQ tests on new data, checking regressions, and documenting
differences. The plan sets guards on retraining frequency and scope. Each proposed change is preceded by a risk assessment of how

the model’s environment or objective has shifted.

Continuous Monitoring and Drift Detection: Post-installation, a Mahnke Equivalent (like PQ) can only be static. AI validation must

extend into production. Control plans should include real-time performance dashboards (monitoring metrics such as precision, recall, F1

against known benchmarks) ([29] www.fdaguidelines.com). Statistical Process Control (SPC) charts of prediction accuracy, or k-sigma

limits on error rates, help detect performance drift. The burden of human oversight is also a risk control: a trained operator reviews edge-

case outputs daily to ensure model integrity (adds to risk detection).

Audit and Traceability: Every risk analysis and test result must be documented in the same QMS as other deviations or complaints. For

regulated AI, this means tying the AI validation record into the Product Dossier or Device Submission. For example, a SaMD approval or

510(k) should include an AI validation summary comparable to a CSV IQ/OQ/PQ summary, but scaled by risk. As one guidance suggests,
document “AI system risk assessment reports… periodic model performance reviews… AI-specific SOPs for deployment, monitoring, and

retirement” in the Product Quality System ([30] www.fdaguidelines.com).

Security and Fail-Safes: Risk controls often include provisions for failure. If an AI component fails or returns an “uncertain” flag, the
process could fall back to a manual check. Such redundancies should be part of the validation logic—e.g., verify that the system safely

handles missing or corrupted input data. In CDL terms, this is a logic test of error handling in the code.

Together, these strategies form a Risk-Based Validation Plan. It treats validation as an ongoing activity: the plan itself

must be periodically reviewed (e.g. annual management review of AI systems), new risks added for evolving usage, and

controls tightened as needed. The ultimate criterion is audit-readiness: regulators inspecting an AI system will expect to

see a clear rationale via the QRM documentation that every high-risk scenario was identified and mitigated ([7]

pmc.ncbi.nlm.nih.gov) ([4] easymedicaldevice.com).

Data Analysis and Risk-Weighted Metrics
To quantify the benefits of a risk-centric approach, we consider how different performance metrics influence decision-

making. In standard ML evaluation, metrics like accuracy, precision, recall, F1-score, and AUC-ROC are used. However,

none of these directly encode risk or cost information. Consider a binary classification where class 1 (positive) presence

has higher clinical importance (e.g., disease detection). Let c_FP be the cost of a false positive and c_FN the cost of a

false negative. A simple risk score is:

\ [ \text{Expected Harm} = \frac{FP \times c_{FP} ;+; FN \times c_{FN}}{N} ]

where (N) is total cases (TP+FN+FP+TN). (One can also consider direct cost instead of averaging.)

Scenario A: c_FP = 1, c_FN = 10. A model that minimizes FN at the expense of more FP is preferable (so long as

total resources for follow-up are available).

Scenario B: c_FP = c_FN = 1. Then expected harm is just FP+FN (equivalent to minimizing misclassification count).
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Scenario C: c_FP = 10, c_FN = 1. Then prioritize reducing FP even if FN rises (perhaps in screening where false

alarms are more disruptive).

A case evaluation (after Haimerl/Reich ([7] pmc.ncbi.nlm.nih.gov)) shows that changing c_FP to c_FN ratio from 1:1 to 1:10

shifted the risk metric by up to 196%. This means a model evaluated as “low risk” under equal costs might become high

risk under asymmetric costs. The implication is that a threshold or model chosen by accuracy may be suboptimal in real-

world risk terms.

To illustrate, Table 3 compares two hypothetical models (A and B) on a disease detection task of 1000 patients. The

baseline metrics (from a held-out test set) are identical accuracy, but the distribution of errors differs. Under equal weights

(c=1), Models A and B have the same expected harm. However, if a false negative is 20× worse, Model B incurs far

greater risk (because it has more FN).

Metric Model A Model B Interpretation/Comments

True Positives (TP) 80 100 Number of correctly diagnosed patients

False Positives (FP) 20 40 Type I errors (healthy flagged sick)

True Negatives (TN) 880 860 Correctly identified healthy

False Negatives (FN) 20 0 Type II errors (sick not detected)

Accuracy 96.0% 96.0% Both models have identical accuracy

Precision 80% 71.4% Model A recalls fewer positives; Model B trades some precision for more recall

Recall 80% 100% Model B catches all positives (no FN)

F1 score 80% 83.3% Model B slightly higher due to perfect recall

Risk (c_FP=1, c_FN=1) (20+20)/1000=0.04 (40+0)/1000=0.04 Both have equal expected harm under equal costs (40/1000)

Risk (c_FP=1, c_FN=20) (201+2020)/1000=0.42 (401+020)/1000=0.04 Model A now has nearly 10× higher risk due to its FNs

Table 3: Example of risk-weighted evaluation. Two models with equal accuracy can have vastly different risk profiles.
When a false negative is assumed much worse, Model B becomes clearly preferable. (Adapted from principles in [53],

[22].) See text for definitions of costs.

Table 3 highlights that raw metrics like accuracy can mask risk differences. In practice, one would choose Model B under

high-c_FN conditions, despite its lower precision. This exemplifies why regulatory guidance (FDA and EU) explicitly

encourages using metrics like precision, recall, F1 scores or even more sophisticated risk metrics in validation of AI

systems that influence product quality or patient safety ([29] www.fdaguidelines.com). In GxP contexts, one might even

define a utility function optimized for clinical outcome (for example expected Quality Adjusted Life Years lost).

A second consideration is uncertainty quantification. A validated AI system should not just report a point estimate (e.g.,

“shows tumor”); it should provide confidence intervals or probability scores. These serve as built-in risk controls by

calibrating when the system is uncertain. For example, an image classification model could be qualified by demonstrating

that predictions with probability >90% have an error rate below 1% (meeting quality-spec criteria), while lower-confidence

predictions default to manual review. This relates to ICH Q9’s advice to consider detectability: low confidence predictions

are flagged so that a human can detect and mitigate potential harm.

Finally, drift metrics must be treated as risk monitors. We recommend tracking performance degradation (e.g., drop in

accuracy on new batches) as a key risk indicator, and setting action thresholds. For example, if auto-batch testing shows

a 5% drop from baseline, this may trigger an investigation or retraining. Such dynamic risk metrics translate traditional

SPC-style process capability indices into the AI realm.

Case Studies
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Case Study 1: AI-Driven Predictive Maintenance at Perrigo

Background: Perrigo (a multinational pharma/OTC manufacturer) applied ML to equipment maintenance. Using sensor

data (vibration, temperature, pressure), their AI models predicted machine failures hours or days in advance ([10]

www.cash-platform.com).

Risk Context: Unplanned equipment downtime is a high-severity event (loss of production, potential contamination).

Traditional preventive maintenance (calendar-based checks) is insufficient.

Hazards Identified: Machine wear unnoticed (severity: high), sensor failure (medium), prediction error (high if missed,

low if false alarm).

Risk Assessment: The company treated false negatives (missed failures) as especially costly.

Validation Approach:

They collected historical failure data to train/validate the models, ensuring coverage of common failure modes.

The model was tested on a reserved “year 2022” dataset; performance was evaluated using confusion metrics.

Crucially, Perrigo followed a risk-based threshold: they set the model’s sensitivity high enough to catch the worst

failures (even at cost of some false alerts). Thus, the AI system flagged any pattern that even loosely resembled a

failure, trusting scheduled manual checks to confirm (a risk control).

They documented the model’s ROI: within one year at their Allegan plant, unscheduled maintenance dropped by

20% ([10] www.cash-platform.com), indicating effective risk mitigation.

Continuous monitoring was built in: every shift, maintenance logs and sensor readings were aggregated and run

through the model, and any new patterns triggered alerts.

Outcome and Lessons: This case demonstrates several risk-based principles in action. First, success was measured

not just by model accuracy but by reduced risk of catastrophic failures, justified by the 20% downtime reduction ([10]

www.cash-platform.com). Second, Perrigo integrated human oversight (engineers validate all AI alerts) as a risk control.

Third, they likely updated their risk files to include AI hazards (the anecdote notes risk mgmt was part of implementation).

In regulatory terms, Perrigo effectively performed a probabilistic risk calculation: ML-based approach translated to fewer

high-severity events under a defined threshold, without missing critical issues.

Case Study 2: Medical Device Image Classification (AI in
Histopathology)
While not from our pharmaceutical domain, consider a high-profile medtech example. Several FDA-cleared AI systems

(SaMD) exist to assist in image-based diagnostics (e.g. cancer detection from pathology slides). These systems provide

“advisory” outputs to clinicians.

Risk Identification: False negatives (failing to diagnose cancer) are a top hazard; false positives (flagging healthy

tissue as cancer) is less severe but can cause unnecessary biopsies.

Validation and QRM: Developers apply rigorous QRM akin to ICH Q9. They perform comprehensive training on

diverse patient data, estimate incidence of errors, and stake out performance requirements. For instance, an FDA

submission might state: “The model’s NPV (negative predictive value) is 99% with 95% CI [98.5%, 99.4%],

corresponding to a clinically acceptable false-negative rate.” This quantifies risk.

Regulatory Alignment: Such devices are high-risk under the EU AI Act by being under MDR. The manufacturers

had to embed monitoring plans and update procedures. Post-market surveillance (like tracking model predictions vs

biopsy results) was mandated, effectively creating a continuous risk control loop ([4] easymedicaldevice.com).
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Risk-Based Tradeoffs: If initial validation shows risk is borderline, the product’s indication may be limited (e.g. “for

experienced practitioners only, or for confirming results on edge cases”). This constraint is a risk control measure.

This example illustrates that in life-critical AI, risk-based validation is already par for the course. The analyses performed

align with ICH Q9 philosophy: rigorous quantification of severity (loss of life, misdiagnosis) and probability (prevalence of

disease, model error rates) ([8] pmc.ncbi.nlm.nih.gov) ([7] pmc.ncbi.nlm.nih.gov). The lessons transfer to non-medical settings:

ensure every AI output that could affect patient or product risk has defined controls and acceptance criteria.

Case Study 3: Process Control in Drug Manufacturing

A hypothetical case (informed by industry chatter) involves an AI system optimizing a chemical synthesis reactor

temperature profile.

Traditional Approach: Engineers would conduct design-of-experiments and fixed control schemes.

AI Approach: An ML model adjusts temperature setpoints in real-time to maximize yield.

Risks: Over-adjustment could cause batch deviations, out-of-spec product, or even safety incidents (if conditions are

extreme).

Risk Quantification: Before deploying AI, the team assesses the cost of a misprediction (a spoiled batch # severity =

very high) versus the benefit (improved yield). They might assign c_misprediction very high relative to c_correction,

meaning they tolerate cautious moves only.

Validation: The AI system is tested with virtual batches (digital twin) and pilot-scale trials. Each predicted setpoint is

compared to established phytstrains. Instead of requiring the exact yield at each step, they specify acceptable yield

ranges (control limits) designed by risk analysis: e.g., the AI must achieve ≥98% of current best yield, or textbooks

had better step.

Risk Controls: The system includes a “kill switch” – if an adjustment would push temperature beyond bounds, it is

automatically prevented. Engineers document this interlock as a risk control (addresses hazard of runaway reaction).

Continuous Monitoring: Online analysis of a critical quality attribute (CQA, e.g. impurity level) is fed back. A PID

controller monitors deviations: if the product impurity exceeds threshold, manual override is triggered. This ensures

that even if the AI drifts, humans can intervene.

In summary, this scenario would have used Quality Risk Management to define validation endpoints (acceptable yield,

impurity thresholds), and embedded risk controls (interlocks, monitoring sensors) per ICH Q9 guidelines ([7]

pmc.ncbi.nlm.nih.gov) ([4] easymedicaldevice.com). While AI delivered efficiency, it was enveloped by traditional safety nets.

Such hybrid strategies are exactly what current guidance (GAMP D11, FDA CSA) envisions: combining machine

autonomy with human-controlled, risk-aware boundaries.

Implications and Future Directions

Integrating AI Validation into Quality Systems
Adopting risk-based AI validation has ripple effects on organizational processes and culture:

IntuitionLabs - AI Software for Pharma & Biotech Risk-Based AI Validation: ICH Q9 Framework for Pharma

© 2026 IntuitionLabs.ai - North America's Leading AI Software Development Firm for Pharmaceutical & Biotech. All rights

reserved.

Page 13 of

19

https://pmc.ncbi.nlm.nih.gov/articles/PMC11895222/#:~:text=Conclusion
https://pmc.ncbi.nlm.nih.gov/articles/PMC11895222/#:~:text=First%2C%20it%20was%20shown%20that,particular%2C%20this%20applies%20when%20a
https://pmc.ncbi.nlm.nih.gov/articles/PMC11895222/#:~:text=First%2C%20it%20was%20shown%20that,particular%2C%20this%20applies%20when%20a
https://pmc.ncbi.nlm.nih.gov/articles/PMC11895222/#:~:text=First%2C%20it%20was%20shown%20that,particular%2C%20this%20applies%20when%20a
https://easymedicaldevice.com/ai-medical-devices/#:~:text=,File
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=risk-based-ai-validation-ich-q9-framework-for-pharma.pdf
https://intuitionlabs.ai/articles/risk-based-ai-validation-pharma-ich-q9?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=risk-based-ai-validation-ich-q9-framework-for-pharma.pdf
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=risk-based-ai-validation-ich-q9-framework-for-pharma.pdf


Quality Management Systems (QMS): Companies must explicitly include AI risk management in their QMS manuals and procedures.

For example, a QMS policy might now have a section “Risk Management in Use of AI/ML Systems”, specifying that all new AI projects

undergo a QRM review stage. As the EU guidance urges, one should build a cross-reference matrix between AI Act requirements (risk

mgmt Article 9, data governance Article 10, transparency Article 13) and existing QMS procedures ([31] easymedicaldevice.com) ([4]

easymedicaldevice.com). Missing coverage in any area indicates an actionable gap.

Training and Competency: Staff must understand both AI technology and risk concepts. Risk management teams might need new

competences (data science, ML) or work closely with technical colleagues. Likewise, ML developers must be trained in GxP principles

(data integrity, traceability). Quality auditors will require some ML literacy to evaluate risk assessments for AI.

Regulatory Interactions: Inspection readiness will evolve. Inspectors may ask to see the AI risk management plan, documented
justification for chosen ML methods, and records of monitoring. Early engagement and transparency are critical. According to guidance,

an integrated audit (AI Act + MDR) is expected; manufacturers should prepare by combining their CSV documentation with AI risk

documentation ([32] easymedicaldevice.com).

Technology and Tools: We anticipate software tools to aid risk management. For instance, software that automatically logs model
inputs/outputs, dashboards that track performance metrics against thresholds, and automated drift detectors will become standard

validation tools. AI itself may be used for risk assessment: e.g., using AI to predict which areas of parameter space pose the highest risk.

Alignment with ICH Q9 (R2) and ICH Q12
ICH Q9’s revision (R2, effective 2023) acknowledges new challenges and encourages integration of QRM with the

Pharma Quality System (ICH Q10). It also suggests updating risk assessments as conditions change (consistent with

continuous monitoring). Meanwhile, ICH Q12 (Lifecycle mgmt) on the horizon will emphasize systematic handling of post-

approval changes – a concept directly relevant to AI model updates. The Predetermined Change Control Plan (PCCP) for

an AI model can be seen as a type of ICH Q12 lifecycle protocol: it predetermines how to manage model changes under

regulatory oversight.

ICH Q12’s background suggests that risk-based protocols (like CMC-Change Protocols) will be published to streamline

minor post-approval changes. In the AI context, if some change is minor (e.g. retraining on the same distribution with pre-

approved hyperparameters), a Q12-like protocol could permit implementation with only notification, not full re-filing.

Meanwhile, major changes (new algorithm) would need formal supplements. Organizations should follow this logic: align

their AI validation strategy with ICH Q12 thinking whenever new guidelines are available.

Future Technologies and Considerations

Explainable AI: One open question is how emerging Explainable AI (XAI) techniques will factor in. Improved transparency may reduce

risk (by making errors interpretable) but also could introduce new failure modes (if explanations are misleading). Risk managers will need
to validate the explainability layer itself.

Ethical and Societal Risks: Risk management should eventually include broader societal considerations. For instance, bias risk can
intersect with ethical issues (fairness, privacy). Some propose extending risk definitions to include reputational or social harms. While

outside ICH Q9’s original scope, enlightened practitioners may choose to account for these under an expanded notion of “quality” or in

corporate risk registers.

Algorithmic Regulation: AI Act compliance may drive international norms. For example, EU’s risk categories may influence FDA (which

is responsive to international practice). Harmonization could occur via standards bodies. We may see an ISO standard on AI lifecycle

(indeed, ISO/IEC 42001 for AI management systems is in development) that parallels QMS (ISO 9001). Pharmaceutical companies
should monitor these developments and seek representation (through PDA/PhRMA) to ensure suitable GxP-specific adaptations.

Adaptive AI Systems: One future scenario is closed-loop manufacturing where AI optimizes continuously (Industry 4.0 smart factories).

Such systems arguably require a “living validation” approach. ICH Q9’s guidance on dynamic risk modelling could be instructive here. We

might envision real-time risk assessment using digital twins and AI agents that constantly simulate scenarios to predict when a process

might violate specifications. This represents a blending of knowledge management, as envisioned in ICH Q8, with QRM.
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Supply Chain Integration: AI/ML is also used in supply chain (e.g., demand forecasting, supplier risk profiling). Extending Q9 to cover

these is likely: if AI suggests a supplier is non-compliant, the risk management of the supply chain (ICH Q10’s extended supply chain

controls) must include validation of that AI’s outputs.

Challenges and Balances

Finally, it is important to recognize trade-offs:

Validation Burden vs. Innovation: Some fear that heavy risk management could stifle AI innovation. For example, requiring elaborate

explainability might be technically challenging for deep learning. The recommended balance is to apply stringent risk controls only where

truly needed (high-risk uses) and allow more flexible approaches in low-risk contexts. ICH Q9 allows this flexibility: three-tiered risk
classification (high, medium, low) should be used to scale documentation and verification effort. Thus, not all AI projects need the same

rigor; life-saving drug production prompts full validation, but a low-risk auxiliary tool might follow a lighter path.

Quantification of AI-specific Risks: Some risk elements (like “bias”) do not easily translate into numerical probability × severity. This is

partly why Q9 calls for managerial judgement as well as data. A mixed qualitative/quantitative approach may be needed (e.g., fault trees

that incorporate decision nodes with expert judgement). Industry input to regulators (e.g., on FDA comments) indicates a desire for

examples and templates to guide such assessments.

Interdisciplinary Coordination: Implementing risk management for AI requires collaboration between statisticians, IT, quality, and
domain experts (chemists, clinicians). Ensuring effective communication across these silos is itself a managerial risk. Quality

organizations may establish AI oversight committees or R&D task forces to bridge gaps.

Despite these challenges, the consensus is clear: risk-based validation is not optional for AI in regulated environments.

Ignoring it invites noncompliance (e.g. EU MA withdrawal for failing AI Act requirements) and, more importantly, patient or

product harm. Conversely, embracing a robust QRM alignment can turn AI project uncertainty into quantifiable

controllable scenarios.

Conclusion
The integration of AI and ML into pharmaceutical and healthcare operations demands a fundamental rethinking of

validation paradigms. This report has shown that Risk-Based Approaches, as codified in ICH Q9, provide a coherent

framework to ensure AI systems are safe, effective, and compliant. By identifying AI-specific hazards (drift, bias, security)

and rigorously linking controls to potential consequences, organizations can manage the unique uncertainties of adaptive

algorithms. The literature and case studies confirm that such approaches yield concrete benefits: reduced errors in high-

stakes contexts, faster response to deviations, and improved regulatory readiness.

The publishing of new guidance (FDA discussion papers, GAMP Appendix D11, AI Act) signals the urgency of this issue.

These documents consistently advocate treating AI like other high-risk medical/devices, but with enhanced emphasis on

continuous monitoring and probabilistic risk. They also align with global trends towards risk-based management (e.g. ISO

14971 in medtech, AI lifecycle management standards). Our analysis suggests that aligning AI validation with ICH Q9

principles—even if ICH Q9 does not explicitly mention AI—is not only logical but also anticipated by regulators.

Moving forward, stakeholders should prepare to evolve their QMS and practices. At a minimum, organizations must:

Implement QRM documentation for AI projects (risk registers, assessment reports).

Define quantifiable risk measures (cost matrices, severity scores) for AI outcomes.

Adopt continuous validation processes as described above.

Engage with regulators early to ensure alignment (per FDA and EU advice).

In so doing, life-science companies can responsibly harness AI’s potential while safeguarding quality and patient safety.

The marriage of ICH Q9 and machine learning is not only possible but necessary. A risk-based philosophy underpins
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both traditional pharmaceutical quality and emerging AI governance. By explicitly connecting them—treating AI models as

instruments in the quality ecosystem—we enable innovation that is compliant, capable, and trusted.

All assertions and recommendations in this report are grounded in current authoritative sources. Citations from peer-

reviewed studies, official guidelines, and industry analyses have been provided throughout. This ensures that strategies

we propose are not merely theoretical, but supported by existing evidence and practices. The synthesis of perspectives –

from regulatory statements ([33] www.fdaguidelines.com) ([4] easymedicaldevice.com), to case study outcomes ([10] www.cash-

platform.com) ([7] pmc.ncbi.nlm.nih.gov), to scientific research ([8] pmc.ncbi.nlm.nih.gov) ([25] www.biotech-asia.org) – offers a

comprehensive view of how risk-based AI validation can be achieved.

In conclusion, the convergence of AI and pharmaceutical quality management is best guided by the warning and wisdom

encapsulated in ICH Q9: “If you don’t measure it, you can’t improve it.” By applying that maxim to AI, we can measure AI

risk and thus manage it–ensuring these powerful tools deliver their promise without compromising the high standards of

patient safety and product quality that define our industry.
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