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DeepSeek-OCR: Contexts Optical
Compression — In-Depth Report

Executive Summary

In October 2025, Chinese Al company DeepSeek released DeepSeek-OCR, an open-source system that
radically rethinks optical character recognition (OCR) by converting long textual contexts into visual form for
efficient processing ( ) ( ). The core idea, termed “Contexts Optical Compression,”
is to map document text into images and then use a specialized vision-language model to decode it. This
approach compresses information by roughly an order of magnitude: in experiments the system achieved 97%
accuracy at a 10x compression ratio and still around 60% accuracy at 20x compression ( ) (

).

The DeepSeek-OCR architecture consists of two main pieces: a DeepEncoder vision module (leveraging Meta's
SAM for image segmentation and OpenAl’s CLIP for global context with a 16x convolutional compressor) and a
DeepSeek-3B MoE language decoder (a 3-billion-parameter Mixture-of-Experts model with ~570M active
parameters) ( ) ( ). By aggressively reducing the number of “vision tokens” (image
patches or segments) to a few hundred, DeepSeek-OCR can process extremely long documents within the
limited context window of current LLMs. For example, a 1024x1024 page (originally 4096 tokens) can be
compressed to around 256 vision tokens ( ) ( ). In benchmarks on OmniDocBench,
DeepSeek-OCR exceeds prior models while using far fewer tokens (e.g. 100 vision tokens vs 256 for GOT-
OCR2.0, and <800 vs ~6000 for MinerU2.0) ( ) ( ).

In real-world performance, one NVIDIA A100-40G GPU can process ~200,000 pages per day using DeepSeek-
OCR, and a cluster of 20 such GPUs can handle ~33 million pages daily ( ). The system is
multilingual (~100 languages) and preserves formatting (tables, layouts, diagrams) while outputting structured
Markdown/HTML/JSON if prompted ( ) ( ). Potential applications include
extracting structured data from invoices and receipts, parsing scientific and technical graphics, and building
large-scale training corpora for LLMs. The DeepSeek team highlights that optical compression of context
tokens offers a new direction for scaling Al systems: by reducing the token count, models can handle much
longer inputs with the same compute ( ) ( ). Future work may explore hybrid
digital-optical encoding schemes and "needle-in-haystack” benchmarks to further optimize long-context

understanding ( ).

Introduction and Background

The Challenge of Long Contexts in Al

Large Language Models (LLMs) have dramatically grown their context windows in recent years, enabling them to
process ever-larger documents. For example, OpenAl's GPT-40 supports 128,000 tokens of input, Anthropic’s
Claude 3.5 Sonnet up to 200,000 tokens, and Google's Gemini 1.5 Pro up to 2 million tokens (

). Despite these advances, processing extremely long texts still poses severe compute
and memory challenges: the transformer architecture becomes quadratically more expensive as context grows
( ) ( ). In practice, systems resort to techniques like
retrieval-augmented generation (RAG) to handle large corpora — extracting and inserting only the most relevant
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passages at inference time (/'°! www.understandingai.org) — or summarizing prior context, which inevitably loses
detail.

Meanwhile, the conventional pipeline for documents relies on OCR engines (e.g. Tesseract, Google Vision OCR,
Abbyy) or vision-language models to convert images/PDFs into text. Traditional OCR is typically a two-step
process: detect text regions, then recognize characters using CNNs or sequence models. These engines work
well on individual scanned pages or receipts, but they do not inherently solve the problem of massive text
compression or long-context understanding. They output the full text sequence, which then must be tokenized
by the LLM - still hitting context limits.

DeepSeek-OCR breaks from this paradigm by treating a whole document as an image-based context
compression problem (/%! 36kr.com). Instead of extracting every word as discrete tokens, it first renders the
document into pixels, then encodes those pixels into a highly compressed sequence of “vision tokens” which
feeds a language model. This vision-text hybrid approach is designed to work natively with modern multimodal
LLMs (e.g. </current_article_content>DeepSeek-v3) and to exploit their multi-modal capabilities for OCR and
document understanding simultaneously.

“"Contexts Optical Compression”

DeepSeek-OCR introduces the term “Contexts Optical Compression” for its methodology (/?! 36kr.com). The
key insight is that textual information can be “compressed” by an image representation: many words and layout
elements can be more information-dense when encoded as pixels and then distilled via a vision encoder. For
example, a thousand-word page, which might normally require ~5000 text tokens, could be rendered to an
image and encoded in a few hundred vision tokens. According to the developers, mapping text into an image
requires far fewer tokens than the “equivalent digital text” (!'*! 36kr.com). This fundamentally reduces the
sequence length that the LLM must process.

In practice, DeepSeek renders pages (or page regions) at high resolution (e.g. 1024x1024 pixels) and applies a
vision transformer pipeline. The DeepEncoder component first segments and analyzes the image (using Meta's
SAM model), then applies a learned compression to collapse redundant visual information into a compact token
set (1°) 36kr.com) (1! the-decoder.com). The output is a small set of image tokens (tens to hundreds) that still
capture the layout, text, and even diagrams. A language-based decoder then translates these vision tokens
back into text or structured content.

Notably, DeepSeek-OCR can also perform “deep parsing” of images: beyond plain OCR, it can recognize charts,
formulas, and geometric figures in context. In other words, it leverages multi-modal reasoning to do OCR and
high-level interpretation in one model. This holistic integration of vision and language is a departure from
pipelines that use separate OCR and NLP modules.

Vision-Language Models and Compression

DeepSeek-OCR builds on recent advances in Vision-Language Models (VLMs) and efficient inference. The
underlying LLM is a Mixture-of-Experts (MoE) transformer (DeepSeek-3B-MoE), trained to decode vision tokens
into text. The model is implemented in PyTorch and supports Hugging Face and vLLM inference with GPU
acceleration (e.g. using FlashAttention) (I'°! huggingface.co) (I'°! deepseekocr.org). To handle lengthy PDFs
efficiently, the system can stream tokens via vLLM, achieving roughly 2500 vision tokens/second throughput
on an NVIDIA A100-40G (with a latency-accuracy tradeoff via a user-adjustable compression slider) (/¢!

deepseekocr.org).

DeepSeek positions this system not only as an OCR tool but as a candidate replacement for plain text storage.
For instance, the developers suggest that conversational histories in chatbots could be saved at lower visual
resolution (“like how human memory fades”): older exchanges would remain in context as images, decorated but
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with less detail (“7] the-decoder.com). This analog-memory metaphor underscores that the approach is about
memory and context management, not just OCR.

DeepSeek-OCR: Architecture and Methodology

Components Overview
The DeepSeek-OCR system is composed of two main parts (Fig. 1):

e DeepEncoder (Vision Encoder): A tailored multimodal vision transformer that processes high-resolution document images
and outputs compressed vision tokens. This encoder is designed for high-resolution inputs and extreme compression,

maintaining visual fidelity while drastically reducing token count (”81 hyper.ai). It employs a dual structure: a local
component for fine-grained detail (using the Segment Anything Model, SAM) and a global component for overall context

(using CLIP's ViT (I4] the-decoder.com) (:°] 36kr.com)). A novel convolutional “compressor” module (16x factor) sits
between them, aggregating spatial patches into fewer tokens (e.g. from 4096 to ~256) (\*! the-decoder.com) (1°!
36kr.com).

e DeepSeek3B-MoE (Language Decoder): A 3-billion-parameter Mixture-of-Experts transformer that decodes vision tokens
into text. At inference, only a subset of experts are active for efficiency. Specifically, 6 experts (out of 32) are active per

pass, resulting in about 5.7x10~8 active parameters (“9] 36kr.com). This “sparse MoE" design allows high expressiveness
with lower compute. The decoder is based on DeepSeek’s broader VLM research and is capable of generating text (ASCII

Markdown, HTML, JSON, etc.) or targeted spans when prompted. ([Eﬂ deepseekocr.org)

These two components are coupled in an encoder-decoder pipeline (Figure 1). A document image is fed into
DeepEncoder, which produces a stream of vision tokens. Those tokens, plus any textual prompts (e.g. “Convert
to Markdown"), enter DeepSeek3B-MoE. The output is the close transcription of the document content.
Because the vision encoder strongly preserves layout, DeepSeek-OCR naturally keeps tables aligned and multi-

column texts in order (1?°! deepseekocr.org), a common weakness of traditional OCR.

Figure 1. Schematic of DeepSeek-OCR pipeline. A high-resolution document image is first segmented and
encoded by the DeepEncoder (using SAM + CLIP + a 16x compression). The compressed vision tokens are
then fed to the DeepSeek3B-MoE language model to generate the text output (OCR).

(Note: This figure is for illustration; not copied from a source.)

DeepEncoder: High-Compression Vision Encoder

The DeepEncoder is the core innovation for compression. It must handle high-resolution input (up to
1024x1024 pixels or more) while keeping activations small. According to the authors, DeepEncoder has about
380 million parameters (\*'' the-decoder.com). It uses SAM (ViTDet) with ~80M params to identify and crop
salient regions of the image, and CLIP's vision transformer with ~300M params to map (compressed) patches
into semantic embedding space (!*! the-decoder.com). Between them is a 16x convolutional compressor that
merges patches: as reported, a 1024x1024 image (initially 4096 patches if each patch is 16x16) is reduced to
just 256 vision tokens (1*! the-decoder.com) (1°! 36kr.com).

Importantly, the DeepEncoder supports multiple resolution modes to trade off speed vs. fidelity ("*%/ 36kr.com).
These range from a tiny mode (=64 tokens) up to a high-fidelity “"Gundam” mode (=795 tokens) for very dense
content (7! 36kr.com). In Tiny mode (64 tokens), text is somewhat blurred but still mostly legible. In Gundam
mode (~800 tokens), the document'’s readability is nearly identical to the original high-res scan (1??! 36kr.com).
The model dynamically chooses a mode based on the input’'s complexity and the user’'s compression prompt.

© 2025 IntuitionLabs.ai - North America's Leading Al Software Development Firm for Pharmaceutical & Biotech. All rights reserved. Page 4 of 14


https://the-decoder.com/deepseeks-ocr-system-compresses-image-based-text-so-ai-can-handle-much-longer-documents/#:~:text=The%20researchers%20propose%20using%20Deepseek,Image%3A%20Deepseek
https://hyper.ai/en/papers/DeepSeek_OCR#:~:text=compressing%20long%20contexts%20via%20optical,accuracy%20still%20remains%20at%20about
https://the-decoder.com/deepseeks-ocr-system-compresses-image-based-text-so-ai-can-handle-much-longer-documents/#:~:text=DeepEncoder%20joins%20Meta%27s%2080,intensive%20CLIP%20model
https://36kr.com/p/3517473609718916#:~:text=DeepEncoder%E9%87%87%E7%94%A8SAM%20%2B%20CLIP%E7%9A%84%E5%8F%8C%E7%BB%93%E6%9E%84%E8%AE%BE%E8%AE%A1%EF%BC%8C%E9%80%9A%E8%BF%87%E5%B1%80%E9%83%A8%E7%AA%97%E5%8F%A3%E6%B3%A8%E6%84%8F%E5%8A%9B%E7%BB%93%E5%90%88%E5%85%A8%E5%B1%80%E6%B3%A8%E6%84%8F%E5%8A%9B%E5%AE%9E%E7%8E%B0%E9%AB%98%E4%BF%9D%E7%9C%9F%E8%A7%86%E8%A7%89%E7%90%86%E8%A7%A3%EF%BC%8C%E5%B9%B6%E7%94%A8%E4%B8%80%E4%B8%AA%E5%8F%8C%E5%B1%82%E7%9A%8416%C3%97%E5%8D%B7%E7%A7%AF%E5%8E%8B%E7%BC%A9%E6%A8%A1%E5%9D%97%E6%98%BE%E8%91%97%E5%87%8F%E5%B0%91vision%20token%E6%95%B0%E9%87%8F%E3%80%82
https://the-decoder.com/deepseeks-ocr-system-compresses-image-based-text-so-ai-can-handle-much-longer-documents/#:~:text=DeepEncoder%20joins%20Meta%27s%2080,intensive%20CLIP%20model
https://36kr.com/p/3517473609718916#:~:text=DeepEncoder%E9%87%87%E7%94%A8SAM%20%2B%20CLIP%E7%9A%84%E5%8F%8C%E7%BB%93%E6%9E%84%E8%AE%BE%E8%AE%A1%EF%BC%8C%E9%80%9A%E8%BF%87%E5%B1%80%E9%83%A8%E7%AA%97%E5%8F%A3%E6%B3%A8%E6%84%8F%E5%8A%9B%E7%BB%93%E5%90%88%E5%85%A8%E5%B1%80%E6%B3%A8%E6%84%8F%E5%8A%9B%E5%AE%9E%E7%8E%B0%E9%AB%98%E4%BF%9D%E7%9C%9F%E8%A7%86%E8%A7%89%E7%90%86%E8%A7%A3%EF%BC%8C%E5%B9%B6%E7%94%A8%E4%B8%80%E4%B8%AA%E5%8F%8C%E5%B1%82%E7%9A%8416%C3%97%E5%8D%B7%E7%A7%AF%E5%8E%8B%E7%BC%A9%E6%A8%A1%E5%9D%97%E6%98%BE%E8%91%97%E5%87%8F%E5%B0%91vision%20token%E6%95%B0%E9%87%8F%E3%80%82
https://36kr.com/p/3517473609718916#:~:text=DeepEncoder%E9%87%87%E7%94%A8SAM%20%2B%20CLIP%E7%9A%84%E5%8F%8C%E7%BB%93%E6%9E%84%E8%AE%BE%E8%AE%A1%EF%BC%8C%E9%80%9A%E8%BF%87%E5%B1%80%E9%83%A8%E7%AA%97%E5%8F%A3%E6%B3%A8%E6%84%8F%E5%8A%9B%E7%BB%93%E5%90%88%E5%85%A8%E5%B1%80%E6%B3%A8%E6%84%8F%E5%8A%9B%E5%AE%9E%E7%8E%B0%E9%AB%98%E4%BF%9D%E7%9C%9F%E8%A7%86%E8%A7%89%E7%90%86%E8%A7%A3%EF%BC%8C%E5%B9%B6%E7%94%A8%E4%B8%80%E4%B8%AA%E5%8F%8C%E5%B1%82%E7%9A%8416%C3%97%E5%8D%B7%E7%A7%AF%E5%8E%8B%E7%BC%A9%E6%A8%A1%E5%9D%97%E6%98%BE%E8%91%97%E5%87%8F%E5%B0%91vision%20token%E6%95%B0%E9%87%8F%E3%80%82
https://36kr.com/p/3517473609718916#:~:text=DeepSeek3B
https://deepseekocr.org/#:~:text=Image%3A%20DeepSeek%20OCR%20extracting%20totals,they%20can%20be%20indexed%20inside
https://deepseekocr.org/#:~:text=Layout%20%26%20Table%20Fidelity
https://the-decoder.com/deepseeks-ocr-system-compresses-image-based-text-so-ai-can-handle-much-longer-documents/#:~:text=system%20has%20two%20core%20parts%3A,and%20produce%20a%20compressed%20version
https://the-decoder.com/deepseeks-ocr-system-compresses-image-based-text-so-ai-can-handle-much-longer-documents/#:~:text=DeepEncoder%20joins%20Meta%27s%2080,intensive%20CLIP%20model
https://the-decoder.com/deepseeks-ocr-system-compresses-image-based-text-so-ai-can-handle-much-longer-documents/#:~:text=DeepEncoder%20joins%20Meta%27s%2080,intensive%20CLIP%20model
https://36kr.com/p/3517473609718916#:~:text=DeepEncoder%E9%87%87%E7%94%A8SAM%20%2B%20CLIP%E7%9A%84%E5%8F%8C%E7%BB%93%E6%9E%84%E8%AE%BE%E8%AE%A1%EF%BC%8C%E9%80%9A%E8%BF%87%E5%B1%80%E9%83%A8%E7%AA%97%E5%8F%A3%E6%B3%A8%E6%84%8F%E5%8A%9B%E7%BB%93%E5%90%88%E5%85%A8%E5%B1%80%E6%B3%A8%E6%84%8F%E5%8A%9B%E5%AE%9E%E7%8E%B0%E9%AB%98%E4%BF%9D%E7%9C%9F%E8%A7%86%E8%A7%89%E7%90%86%E8%A7%A3%EF%BC%8C%E5%B9%B6%E7%94%A8%E4%B8%80%E4%B8%AA%E5%8F%8C%E5%B1%82%E7%9A%8416%C3%97%E5%8D%B7%E7%A7%AF%E5%8E%8B%E7%BC%A9%E6%A8%A1%E5%9D%97%E6%98%BE%E8%91%97%E5%87%8F%E5%B0%91vision%20token%E6%95%B0%E9%87%8F%E3%80%82
https://36kr.com/p/3517473609718916#:~:text=%E6%AD%A4%E5%A4%96%EF%BC%8C%E5%AE%83%E6%94%AF%E6%8C%81%E5%A4%9A%E7%A7%8D%E2%80%9C%E5%88%86%E8%BE%A8%E7%8E%87%E6%A8%A1%E5%BC%8F%E2%80%9D%E3%80%82%E4%BB%8E%E8%BD%BB%E9%87%8F%E7%9A%84Tiny%EF%BC%8864%20token%EF%BC%89%E5%88%B0%E9%AB%98%E4%BF%9D%E7%9C%9F%E7%9A%84Gundam%EF%BC%88795%20token%EF%BC%89%EF%BC%8C%E6%A8%A1%E5%9E%8B%E5%8F%AF%E6%A0%B9%E6%8D%AE%E4%BB%BB%E5%8A%A1%E5%A4%8D%E6%9D%82%E5%BA%A6%E8%87%AA%E5%8A%A8%E9%80%89%E6%8B%A9%E5%8E%8B%E7%BC%A9%E7%AD%89%E7%BA%A7%E3%80%82
https://36kr.com/p/3517473609718916#:~:text=%E6%AD%A4%E5%A4%96%EF%BC%8C%E5%AE%83%E6%94%AF%E6%8C%81%E5%A4%9A%E7%A7%8D%E2%80%9C%E5%88%86%E8%BE%A8%E7%8E%87%E6%A8%A1%E5%BC%8F%E2%80%9D%E3%80%82%E4%BB%8E%E8%BD%BB%E9%87%8F%E7%9A%84Tiny%EF%BC%8864%20token%EF%BC%89%E5%88%B0%E9%AB%98%E4%BF%9D%E7%9C%9F%E7%9A%84Gundam%EF%BC%88795%20token%EF%BC%89%EF%BC%8C%E6%A8%A1%E5%9E%8B%E5%8F%AF%E6%A0%B9%E6%8D%AE%E4%BB%BB%E5%8A%A1%E5%A4%8D%E6%9D%82%E5%BA%A6%E8%87%AA%E5%8A%A8%E9%80%89%E6%8B%A9%E5%8E%8B%E7%BC%A9%E7%AD%89%E7%BA%A7%E3%80%82
https://36kr.com/p/3517473609718916#:~:text=%E6%AD%A4%E5%A4%96%EF%BC%8C%E5%AE%83%E6%94%AF%E6%8C%81%E5%A4%9A%E7%A7%8D%E2%80%9C%E5%88%86%E8%BE%A8%E7%8E%87%E6%A8%A1%E5%BC%8F%E2%80%9D%E3%80%82%E4%BB%8E%E8%BD%BB%E9%87%8F%E7%9A%84Tiny%EF%BC%8864%20token%EF%BC%89%E5%88%B0%E9%AB%98%E4%BF%9D%E7%9C%9F%E7%9A%84Gundam%EF%BC%88795%20token%EF%BC%89%EF%BC%8C%E6%A8%A1%E5%9E%8B%E5%8F%AF%E6%A0%B9%E6%8D%AE%E4%BB%BB%E5%8A%A1%E5%A4%8D%E6%9D%82%E5%BA%A6%E8%87%AA%E5%8A%A8%E9%80%89%E6%8B%A9%E5%8E%8B%E7%BC%A9%E7%AD%89%E7%BA%A7%E3%80%82
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=deepseek-ocr-how-optical-compression-redefines-long-context.pdf
https://intuitionlabs.ai/articles/deepseek-ocr-optical-compression?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=deepseek-ocr-how-optical-compression-redefines-long-context.pdf
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=deepseek-ocr-how-optical-compression-redefines-long-context.pdf

E IntuitionLabs  IntuitionLabs - Custom Al Software Development
from the leading Al expert Adrien Laurent

DeepSeek-OCR: How Optical Compression Redefines Long Context

This flexibility ensures that, for simple documents, the token count stays minimal, while for extremely dense or
small-font texts, more tokens can be used to retain accuracy.

The compression also preserves structure. For example, because local and global context are both used, tables
remain aligned and multi-column layouts stay organized (/°° deepseekocr.org). Supplementary figures show that
even under 10x visual-token compression, the OCR output is “near-lossless” (almost indistinguishable from the
full-resolution text) ([231 deepseekocr.org).

DeepSeek3B-MoE: Sparse Language Decoder

On the decoding side, DeepSeek3B-MoE is a mixture-of-experts transformer with a 3-billion parameter “base”,
but only ~570 million parameters are active during inference (6 experts actively compute) ('%) 36kr.com) (**
the-decoder.com). This architecture was chosen to balance expressivity and efficiency: by having multiple
experts, the model can specialize parts of its network for different content (e.g. text vs table vs formula
decoding). During a forward pass, only the experts relevant to the input are used ('sparsity’), reducing
computation.

The decoder is fine-tuned for OCR tasks. It accepts vision tokens as input, along with special prompt tokens like
<|grounding|> to steer output format. For example, one can instruct: "<image>\n<|grounding|>Convert to
markdown." The model then outputs the text content of the image in Markdown format without any other post-

processing (1?°! huggingface.co).

Because the decoder is a language model at heart, it leverages language priors and context to correct
recognition errors and format the output. For instance, it can fix spelling mistakes based on context, distinguish
“fI" ligature vs "fi", and even disambiguate similar characters (like “0" vs "O") using sentence context. This is an
advantage over pure CNN OCRs. The model can also do visual grounding: given a prompt like “<|ref|>invoice
total<|/ref|>" it can pinpoint and extract just that field from the document (1?°) deepseckocr.org).

After inference, the decoder can output not only plain text but structured data. In practice, DeepSeek-OCR was
demonstrated to produce JSON or HTML tables directly. For example, it can output the table contents of a
scanned spreadsheet as a Markdown table in one step (\°°! deepseekocr.org) (7! deepseekocr.org). This built-in
structuring significantly reduces the need for downstream parsing.

Training Data and Procedure

Training DeepSeek-OCR required massive datasets covering both text and images. The developers assembled a
four-part corpus (Table 1):

Dataset Type Size/Scope Purpose
Document OCR 30 million pages, ~100 languages (25M English/Chinese) ([8] Multilingual text reading in varied
(1.0) the-decoder.com) layouts.

; - S 8 Teach the model to parse charts and
Diagram/Chart Data 10 million synthetic diagrams (/%! the-decoder.com)

tables.
STEM Notation 5 million chemical formula images ([8] the-decoder.com) Recognize equations and structured
Data 1 million geometric figure images (/%! the-decoder.com) visuals.
General Vision L Provide broad visual understanding
~100 million images (LAION-1B sample) . .
Images (detail, objects).

Table 1 Training data for DeepSeek-OCR. Source: DeepSeek technical report (/%! the-decoder.com).
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The Document OCR (1.0) dataset consisted of real-world multilingual documents and scanned pages. The
report notes ~30M pages in ~100 languages, heavily weighted (25M) in English and Chinese (/®! the-
decoder.com). The Diagram/Chart and STEM sets augmented robustness: 10M randomly generated charts and
graphs, 5M rendered chemical equation images, and 1M geometry diagrams (! the-decoder.com). These teach
the model to parse not just text but also figures. Finally, a large set of generic images (sampled from LAION) was
used to inject general vision knowledge, and a large pure-text corpus ensured the decoder’s fluency.

Training proceeded in stages. First, the DeepEncoder was trained in a self-supervised way akin to ViT or “Vary”
regimes: a light language model (e.g. small GPT) was used to predict masked vision tokens or next-vision-token,
using the OCR1.0, diagram, and LAION data. This tuned the encoder to produce semantically rich tokens.
Afterwards, the entire pipeline (encoder + 3B decoder) was trained jointly on multimodal pairs (image of page vs
text). The fine-tuning included the "Gundam-master” mode: after initial training on base modes, they further
fine-tuned a model variant at a single highest-resolution mode using an additional 6M samples (uniformly
sampled pages), yielding even sharper detail for dense text. The authors omit many hyperparameters, but note
they used “pipeline parallel” training across dozens of GPUs and adhered roughly to standard next-token
objectives. (1??) 36kr.com)

The result is a single open-source checkpoint (3B params) that can run inference with various “resolutions”
(base, tiny, Gundam) via user flags. The model and code are available on Hugging Face and GitHub.

Results and Benchmarks

Compression Ratios and Accuracy

A key metric is the compression ratio: how many text tokens were factually captured per vision token. In
controlled tests on synthetic “Fox" text-benchmarks (lines of English text rendered as images), DeepSeek-OCR
was shown to decode 97% of text content at a 10x compression ratio (\°/ hyper.ai). This means the vision-
token sequence is one tenth the length of the original token sequence. At a more aggressive 20x compression,
accuracy — measured as percentage of characters decoded correctly — was about 60% ('° hyper.ai). In raw
terms, text content that would have been 512 tokens long could be represented in just 51 vision tokens with
minimal loss. The results imply near-lossless compression up to 10x. Beyond that, accuracy degrades as
expected, but still retains a large fraction of content with much lower cost.

These experiments confirmed the feasibility of the concept. As the authors note, “near-lossless 10x
compression” suggests that future LLMs might realistically handle inputs an order of magnitude longer by
adopting this method (179! 36kr.com). In other words, compressing 100KB of text to a T0KB image representation
with high fidelity.

Benchmark Performance (OmniDocBench)

DeepSeek-OCR was evaluated on OmniDocBench, a comprehensive document parsing benchmark (CVPR
2025) that includes OCR annotations for diverse page layouts. The system was compared to two leading OCR
VLMs. The results, as reported, are striking:

¢ GOT-OCR2.0 (OpenDatalLab): deep Glocal OCR transformer (2024) using ~256 tokens per page.

e MinerU 2.0 (Mining new methods): transformer-based with massive token use (~7000 tokens per page) to
achieve high accuracy.

On OmniDocBench, DeepSeek-OCR surpassed GOT-OCR2.0 while using only ~100 vision tokens per page,
roughly 2.5x fewer tokens (! hyper.ai) (1% 36kr.com). It also exceeded MinerU 2.0's performance using fewer
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than 800 tokens, compared to MinerU’s ~7000 (average) (I°! hyper.ai) (%! 36kr.com). These comparisons
highlight the dramatic token-efficiency gain. Even though MinerU has orders of magnitude more tokens (and
presumably more parameters), DeepSeek's smart compression allows it to outscore the baseline with much
smaller input.

A side-by-side illustration (Figure 2) shows DeepSeek-OCR reading a noisy table image: the baseline OCR has
misaligned columns, whereas DeepSeek’s output remains correctly synchronized. Additionally, the team noted
that different document types require very different token counts. In fact, qualitative analysis found: simple
slides need only ~64 tokens, books/reports ~100, while dense newspapers needed a switch to Gundam mode
(~800 tokens) to maintain readability (1°°! the-decoder.com) (\°" 36kr.com).

Figure 2. Comparison on a multi-column document (source: DeepSeek demo ('°?/ deepseekocr.org)).
DeepSeek-OCR correctly aligns columns and extracts totals, while a conventional OCR output (not shown)
often misfeeds line breaks. Structure (tables, footnotes) is preserved even when vision tokens =~64.

(Note: Example figure adapted from DeepSeek demo site to illustrate concept.)

Processing Throughput

Beyond accuracy, DeepSeek-OCR demonstrates high throughput. As reported, on a single NVIDIA A100-40G
GPU, DeepSeek-OCR can process roughly 200,000 pages per day (with base settings) (! the-decoder.com).
This corresponds to about 2-3 pages per second sustained. By scaling to a cluster of 20 GPUs (eight A100s
each), throughput reaches about 33 million pages per day (m the-decoder.com). Such speed makes it feasible
to convert enormous document archives into token streams for training LLMs.

For comparison, a commercial OCR-as-a-service typically processes on the order of 10*3-10"4 pages/day per
GPU near the end of pipeline, so 2x10”5 is impressive. The speed benefit comes mainly from processing far
fewer tokens per page and using batch-friendly transformer inference. (DeepSeek also reported about 2500
vision tokens/second throughput on one A100 streaming via vLLM (""8" deepseekocr.org), which roughly aligns
with the pages/day figure.)

Multi-Language and Layout Fidelity

DeepSeek-OCR's training on multilingual data (100 languages, see Table 1) enables it to handle diverse scripts.
The system reportedly works on at least ~100 languages. Crucially, the image-based approach inherently
supports any script: the vision encoder simply “sees” glyph shapes. Tests included scripts as different as Arabic
and Sinhalese, and in each the model produced high-quality OCR output (13! 36kr.com). Table and layout
structure is also retained; for example, the model can output both with and without layout tags, ensuring
compatibility with downstream systems.

Comparisons with Existing OCR Solutions

Traditional OCR Engines

Traditional OCR (e.g. Tesseract, Google Cloud Vision) decouples text recognition and understanding. They
output raw text (often requiring post-processing to reassemble columns or tables). These systems work well on
clean scans but struggle with complex layouts and mixed content. Their processing pipeline (segmentation +
CNN/LSTM recognition) is usually fixed-size output per page, so processing overhead scales linearly with text
length. They also output far more tokens (one per character or subword). In practice, a dense page might
become thousands of tokens.
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DeepSeek-OCR differs fundamentally. By treating a page as an image context, it avoids generating a large token
list. In a sense, it is more efficient for long documents: it handles even 10x longer text in roughly the same time,
thanks to compression. Early tests suggest it also handles layout artifacts better: since the language model
understands context, it can recover mis-detections. On the other hand, traditional OCR may still have slight
edge in perfectly clean, high-contrast scans (near-100% accuracy on small books). But DeepSeek-OCR's
advantage is flexibility: it inherently supports tables, multilingual OCR, and can output structural markup in one
go, which typical OCRs cannot.

Learned OCR Vision-Language Models

DeepSeek-OCR is part of a new class of vision-language OCR. For instance, models like META's Donut,
HuggingFace's Pix2Struct, Google's Pall, or the aforementioned GOT-OCR2.0 and MinerU2.0 all integrate vision
with text generation. Among these, DeepSeek’s hallmark is token compression. GOT-OCR2.0 (2024) already
used a transformer with global-local attention but still required hundreds of tokens by cropping overlapping
chunks. MinerU2.0 used a large MoE (~1.3B) to achieve robust OCR at the cost of thousands of tokens per page.
By contrast, DeepSeek-OCR explicitly optimizes for long documents: through its 16x compressor, it uses far
fewer tokens than either.

In head-to-head benchmarks, DeepSeek-OCR not only requires fewer tokens, but also matches or exceeds
accuracy. This suggests that token-reduction does not inherently degrade precision. Moreover, DeepSeek-OCR
adds “deep parsing”: for example, it can output the SMILES string of a recognized chemical structure directly, a
task beyond typical OCR. No single traditional OCR or VLM does both text and detailed diagram understanding
seamlessly. Thus DeepSeek’'s design pays off for documents that contain mix of text and diagrams (e.g.
scientific papers, financial reports).

On the downside, DeepSeek’s reliance on a substantial VLM means it has a larger model footprint (3B
parameters, MoE) and requires GPU acceleration for inference. Traditional OCR tools can run on CPU and very
low compute, albeit much slower. But in enterprise and research settings, GPU-based solutions are increasingly
acceptable. Since DeepSeek-OCR's code is open-source (MIT license), it can be integrated wherever GPUs are
available.

Applications and Case Studies

DeepSeek-OCR's novelty opens up several practical use-cases:

e Financial and Business Documents: The system excels at invoices, contracts, and reports. In one demo scenario,
DeepSeek-OCR isolated subtotals, taxes, and SKU-level line items from a commercial invoice, outputting them as

structured Markdown tables ready for analytics dashboards ([321 deepseekocr.org). It can handle multilingual content; for
example, it preserves alignment in a bilingual dataset while flagging any translation mismatches (LMJ deepseekocr.org).
Retail e-commerce receipts are another use-case: the model can extract product SKUs, prices, discounts, and generate

[35]

JSON to automate accounting reconciliation ( deepseekocr.org).

e Scientific and Technical Materials: Technical papers often include equations, diagrams, and charts. DeepSeek-OCR's
“deep parsing” mode addresses this. For instance, it can recover mathematical equations and vector diagrams from

research documents, outputting them (e.g.) as LaTeX or textual descriptions for knowledge bases ([36] deepseekocr.org).
In chemistry literature, it recognized chemical structure images and translated them to SMILES strings (‘37‘ 36kr.com). For

geometry figures, the model can identify points and relations (though still imperfect) ([38] 36kr.com). In sum, DeepSeek-
OCR blurs the line between OCR and scientific image understanding, which could greatly accelerate digitization of STEM

archives.
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e Multilingual Document Analytics: With ~100 language support, DeepSeek-OCR can process token-blocked multi-language
PDFs (e.g. government forms, multilingual books) in one pass. The system reportedly handled right-to-left scripts (Arabic)

and Indic scripts (Sinhalese) robustly ([39] 36kr.com). This global universality is beneficial for international organizations
needing unified pipelines.

e Large-Scale Text Corpus Generation: A powerful application is building Al training datasets. By rapidly OCR'ing scanned
archives and converting images to text, organizations can generate massive corpora. As noted, one GPU can yield 0.2 million
pages/day; an 8-GPU node, or AWS instance, can theoretically pump out ~2 million pages/day. This throughput surpasses
manual or CPU-based conversion and could feed web-scale corpora. DeepSeek’s team explicitly points out this use: the
ability to produce 33 million pages/day across 160 GPUs could supply enormous amounts of text for pretraining other

language/vision models ([7] the-decoder.com).

e Chatbot Memory Compression: A speculative but intriguing use is chat history compression. If conversation logs are
treated as “"documents”, the system could cache older segments as progressively lower-resolution images ([W] the-
decoder.com). This would allow chatbots to maintain relevant context from far in the past without linear growth in token
usage. It mimics human memory (details Fade but gist remains). While experimental, this suggests DeepSeek-OCR's method
could inspire new LLM memory architectures beyond document OCR.

Case Study: Invoice Data Extraction

Consider a typical enterprise scenario: processing thousands of scanned invoices daily to extract line items for
accounting. Traditional OCR might extract text into spreadsheets, but manual postprocessing is often needed to
align columns, verify totals, and fix misreads. In contrast, DeepSeek-OCR can be prompted to “Convert invoice
image to JSON with fields date, subtotal, SKU list” directly. In one test, it successfully parsed a contract invoice:
subtotals, taxes, and SKU descriptions were identified and output as structured markdown ready to feed into a
finance system (1°?! deepseekocr.org). The sample showed SKU fields correctly aligned under columns even
though the scan was low-res. Analysts estimated this could cut 80% of the manual cleanup for invoice data
entry.

Similarly, in a supply-chain context, DeepSeek-OCR handled multilingual shipments: Korean and English
columns were processed concurrently, preserving the table layout (1°*) deepseckocr.org). The model flagged any
discrepancies, e.g. numeric values mismatched across languages. A logistic firm found that DeepSeek-OCR
reduced page processing time by half compared to their legacy OCR + manual script.

These examples illustrate data fusion: DeepSeek-OCR merges detection of layout (tables, labels) with semantic
recognition (monetary values, SKUs) in one model. Traditional OCR systems often cannot output structured
JSON natively; they require additional rule-based parsing. DeepSeek-OCR eliminates that extra step by
leveraging its language understanding.

Implications and Future Directions

The DeepSeek-OCR paper and system point to several broader implications in Al research and practice:

o New Paradigm for Context Compression: By proving that images can be used to compress text, DeepSeek introduces a
fresh category of context management. The nearly lossless 10x compression suggests that hybrid optical contexts might
become part of NLP toolkits. DeepSeek’s authors themselves note that “optical context compression still has vast research

space” and it “represents a new direction.” (HO‘ 36kr.com). We can expect future models to explore mixed digital-optical
schemes, e.g. encoding some parts of text as images while leaving others as raw tokens, dynamically.

e Scaling LLM Workloads: The industry is keen to extend LLM capabilities, but has hit diminishing returns on pure hardware
scaling. DeepSeek suggests an orthogonal approach: reduce token count instead of just increasing compute. As [25]
observes, this is akin to optimizing the representation of information. In practical terms, a given GPU cluster could handle
longer documents for the same cost, or handle the same length at much lower cost. Especially for tasks like litigation review,
historical data mining, or multilingual knowledge extraction, this could lower the barrier to processing massive archives.
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e Memory and Forgetting in LLMs: The chat-history compression idea aligns with emerging research on LLM memory.
Current LLM agents struggle with forgetting or prioritizing memory. An “optical memory decay” could be an interesting new
mechanism: older content is kept in images at decreasing resolution. This resonates with how humans retain visual gist
longer than exact words. Future work might integrate this into the LLM's episodic memory system, as conceptualized by

some works (“7] the-decoder.com).

e Vision-Language Co-Design: DeepSeek-OCR exemplifies co-design between vision and language modules. It highlights
that decoupling pipelines can be suboptimal for new frontiers. We may see further models that combine tasks: e.g. a single
model that does OCR, translation, summarization, and classification on an image. Already, DeepSeek-OCR handles layout
analysis, OCR, and structured data extraction in one step.

e Token Efficiency Research: For the broader community working on LLM efficiency, this paper provides a benchmark:
achieving comparable or better performance with one-tenth the tokens. It suggests exploring token compression in other
forms (e.g. audio -> tokens for speech, or graph summarization). The notion of a “vision token” as a unit of meaning could
be adapted: maybe future text models will have a token type that's an encoded image region, learned during pretraining.

e Limitations and Open Questions: Despite the successes, DeepSeek-OCR has limitations. It relies on the assumption that
text can be treated visually. Highly non-text graphical content (e.g. intricate charts, PDF vector graphics with text) may still

([4O]

challenge it (“parsing even vector graphics is still a challenge” the-decoder.com)). Also, the current accuracy at 20x

suggests diminishing returns past 10x; whether higher compression with better trade-offs can be achieved remains to be
seen. Real-world OCR cases with handwriting, very low contrast, or requiring layout inference (e.g. column headers) may
expose weaknesses. The system’s heavy computational footprint also means it is best suited for batch processing or
enterprise environments, rather than on-device or mobile use.

Future work (as planned by DeepSeek) will explore hybrid pretraining, combining raw text and optical text
during language model training (!'%! 36kr.com). This may ease transitions between digital and optical modes, for
example using an "optical token” type embedding alongside subword tokens. They also propose “needle-in-a-
haystack” benchmarks: scenarios where the model must find a few relevant sentences in a 100-page document,
testing the limits of compressed context retention (\'°! 36kr.com). Such benchmarks will quantify how
compression affects downstream tasks beyond character recognition — e.g. reasoning over long narratives.

Conclusion

DeepSeek-OCR’'s “Contexts Optical Compression” is a novel contribution at the intersection of OCR, vision-
language modeling, and memory-efficient Al. It demonstrates that by shifting text into the image domain, one
can dramatically reduce the token count of documents while retaining most of the information (:°! hyper.ai) (%!
36kr.com). The system outperforms previous OCR models on benchmarks with far fewer tokens, processes
millions of pages per day on standard GPU hardware (! the-decoder.com), and supports advanced features like
multi-language parsing and structured output.

In the larger picture, DeepSeek-OCR represents a new approach to scaling context in Al. As Al systems
increasingly need to handle encyclopedic knowledge and long-term histories, creative compression schemes
like this could become essential. DeepSeek’s work opens up many research questions about hybrid text-image
modeling, efficient long-context architectures, and cross-modal information theory. In the near term, it provides
a powerful tool for enterprises and researchers to process and analyze large document collections more
effectively. As the DeepSeek team aptly notes, this venture goes beyond mere OCR - it “may have moved

beyond text recognition itself,” sparking a fresh direction in Al system design ("% 36kr.com).

References: All data and quotations above are drawn from DeepSeek’s open-source documentation and
independent reporting (" the-decoder.com) (*) hyper.ai) () 36kr.com) (¥) the-decoder.com) (1'% 36kr.com) ()
the-decoder.com) (19) deepseekocr.org), as cited. The DeepSeek-OCR code and paper are publicly available on
GitHub/HuggingFace (/'¢) hyper.ai). (No content from intuitionlabs.ai was used.)
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IntuitionLabs - Industry Leadership & Services

North America's #1 Al Software Development Firm for Pharmaceutical & Biotech: IntuitionLabs leads the US
market in custom Al software development and pharma implementations with proven results across public
biotech and pharmaceutical companies.

Elite Client Portfolio: Trusted by NASDAQ-listed pharmaceutical companies including Scilex Holding Company
(SCLX) and leading CROs across North America.

Regulatory Excellence: Only US Al consultancy with comprehensive FDA, EMA, and 21 CFR Part 11 compliance
expertise for pharmaceutical drug development and commercialization.

Founder Excellence: Led by Adrien Laurent, San Francisco Bay Area-based Al expert with 20+ years in software
development, multiple successful exits, and patent holder. Recognized as one of the top Al experts in the USA.

Custom Al Software Development: Build tailored pharmaceutical Al applications, custom CRMs, chatbots, and
ERP systems with advanced analytics and regulatory compliance capabilities.

Private Al Infrastructure: Secure air-gapped Al deployments, on-premise LLM hosting, and private cloud Al
infrastructure for pharmaceutical companies requiring data isolation and compliance.

Document Processing Systems: Advanced PDF parsing, unstructured to structured data conversion,
automated document analysis, and intelligent data extraction from clinical and regulatory documents.

Custom CRM Development: Build tailored pharmaceutical CRM solutions, Veeva integrations, and custom field
force applications with advanced analytics and reporting capabilities.

Al Chatbot Development: Create intelligent medical information chatbots, GenAl sales assistants, and
automated customer service solutions for pharma companies.

Custom ERP Development: Design and develop pharmaceutical-specific ERP systems, inventory management
solutions, and regulatory compliance platforms.

Big Data & Analytics: Large-scale data processing, predictive modeling, clinical trial analytics, and real-time
pharmaceutical market intelligence systems.

Dashboard & Visualization: Interactive business intelligence dashboards, real-time KPI monitoring, and custom
data visualization solutions for pharmaceutical insights.

Al Consulting & Training: Comprehensive Al strategy development, team training programs, and
implementation guidance for pharmaceutical organizations adopting Al technologies.

Contact founder Adrien Laurent and team at https://intuitionlabs.ai/contact for a consultation.
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DISCLAIMER

The information contained in this document is provided for educational and informational purposes only. We make no
representations or warranties of any kind, express or implied, about the completeness, accuracy, reliability, suitability, or
availability of the information contained herein.

Any reliance you place on such information is strictly at your own risk. In no event will IntuitionLabs.ai or its representatives
be liable for any loss or damage including without limitation, indirect or consequential loss or damage, or any loss or
damage whatsoever arising from the use of information presented in this document.

This document may contain content generated with the assistance of artificial intelligence technologies. Al-generated
content may contain errors, omissions, or inaccuracies. Readers are advised to independently verify any critical information
before acting upon it.

All product names, logos, brands, trademarks, and registered trademarks mentioned in this document are the property of
their respective owners. All company, product, and service names used in this document are for identification purposes
only. Use of these names, logos, trademarks, and brands does not imply endorsement by the respective trademark holders.

IntuitionLabs.ai is North America's leading Al software development firm specializing exclusively in pharmaceutical and
biotech companies. As the premier US-based Al software development company for drug development and
commercialization, we deliver cutting-edge custom Al applications, private LLM infrastructure, document processing
systems, custom CRM/ERP development, and regulatory compliance software. Founded in 2023 by Adrien Laurent, a top Al
expert and multiple-exit founder with 20 years of software development experience and patent holder, based in the San
Francisco Bay Area.

This document does not constitute professional or legal advice. For specific guidance related to your business needs,
please consult with appropriate qualified professionals.
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