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Top 10 Molecular Modeling and Simulation

Software Tools

Introduction

Computational chemistry relies on advanced software to model molecular systems at different

levels of theory. Key applications include classical molecular dynamics (MD) for simulating

atomic motions, quantum mechanical (QM) calculations for electronic structure, and protein–

ligand docking for drug discovery. In this report, we review ten leading molecular modeling and

simulation tools used by professionals, covering their core features, theoretical foundations,

supported methods (e.g. force fields, DFT, ab initio), performance on modern hardware (GPU

acceleration and parallel scalability), usability, platform support, licensing, and typical use cases

in academia and industry. We cite primary literature and benchmark studies to compare their

computational performance, extensibility, and integration capabilities. The tools span classical

MD engines, quantum chemistry packages, and docking programs, reflecting the broad toolkit

available for chemical and biological simulations.

1. GROMACS

Overview: GROMACS (GROningen MAchine for Chemical Simulations) is a widely used open-

source MD package optimized for biomolecular simulations developer.nvidia.com. It implements

classical mechanics with diverse force fields (AMBER, CHARMM, OPLS, etc.) diphyx.com and

supports standard MD simulations of proteins, nucleic acids, lipids, and other polymers

manual.gromacs.org manual.gromacs.org. GROMACS provides energy minimization,

NVE/NVT/NPT dynamics, free-energy methods (umbrella sampling, alchemical FEP), and even

QM/MM hybrid simulations via interfaces (e.g. with CP2K) bioexcel.eu. The software emphasizes

algorithmic efficiency and multi-level parallelism (domain decomposition, threading, and GPU

offload) for high performance from desktops to supercomputers manual.gromacs.org.

Performance and GPU Acceleration: GROMACS is written in C/C++ and heavily optimized for

speed. Since version 4.6, it offers excellent GPU acceleration using CUDA (and OpenCL for non-

NVIDIA devices) manual.gromacs.org manual.gromacs.org. Particle–mesh Ewald (PME) long-

range electrostatics and short-range force calculations can be offloaded to GPUs, and recent

releases eliminate CPU bottlenecks by enabling full GPU-resident workflows

developer.nvidia.com developer.nvidia.com. GROMACS 2023 introduced GPU decomposition for

PME, allowing multiple GPUs to share the long-range FFT workload, which improved multi-node

scaling by up to 21× in benchmarks developer.nvidia.com developer.nvidia.com. It can efficiently
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utilize multiple GPUs per simulation and scale to multi-node HPC systems, as demonstrated on

million-atom systems (e.g. virus capsid models) developer.nvidia.com developer.nvidia.com.

Single-GPU performance of GROMACS is among the highest of MD codes, and it benefits from

fast CPUs for residual calculations and communication blog.pny.com. NVIDIA and core

developers have reported that GROMACS now achieves excellent strong-scaling across nodes

thanks to GPU-direct communication and overlapping computation/communication

developer.nvidia.com developer.nvidia.com.

Features and Extensibility: GROMACS supports all major biomolecular force fields and includes

many advanced sampling algorithms (replica exchange, accelerated MD, biasing via PLUMED,

etc.). Trajectory analysis tools are built-in, and it outputs standard formats compatible with VMD,

PyMOL, and other visualization tools. While GROMACS is not as easily scriptable internally (it’s a

compiled code), its open-source GPL/LGPL license and modular design allow custom

modifications in C++ diphyx.com diphyx.com. Community contributions and plug-ins (e.g. for

new integrators or restraints) are possible by modifying the source. GROMACS is known for

extremely high throughput, often used to produce multi-microsecond simulations of solvated

proteins on commodity hardware developer.nvidia.com. Typical use cases include protein folding

studies, enzyme mechanism simulations (with classical force fields or coupled QM/MM), and free

energy calculations for drug binding affinity. In industry, GROMACS is valued for its speed

(especially on GPUs) and is often integrated into workflow managers for virtual screening and

drug design campaigns (e.g. running binding pose refinements or molecular dynamics after

docking).

Usability and Support: Command-line tools in GROMACS are well-documented, and the

software comes with extensive tutorials for setup (e.g. using gmx grompp  to prepare

simulations, gmx mdrun  to run). It runs on Linux, Windows, and macOS, and supports MPI

parallelism for clusters as well as multi-threading. Its active developer community (BioExcel) and

regular releases ensure it stays at the cutting edge of MD algorithms and hardware support

developer.nvidia.com developer.nvidia.com.

2. AMBER

Overview: AMBER (Assisted Model Building with Energy Refinement) refers both to a family of

biomolecular force fields and the simulation package developed around them diphyx.com

diphyx.com. The AMBER software suite includes programs for system preparation (e.g. LEaP),

energy minimization, molecular dynamics (the Sander and PMEMD engines), and analysis. It is a

de facto standard in academic biochemistry for simulating proteins, nucleic acids, and

complexes. The underlying theoretical foundation is classical MD with the AMBER force fields

(and others); it supports explicit solvent (with particle mesh Ewald for long-range forces) and

implicit solvent models, as well as enhanced sampling methods and QM/MM hybrid simulations

pubs.acs.org. AMBER’s force fields and simulation algorithms have been highly refined to

reproduce experimental biomolecular properties.
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GPU Acceleration and Performance: A hallmark of AMBER is its early and aggressive

optimization for GPU acceleration. The PMEMD module (Particle Mesh Ewald MD) has a CUDA

version ( pmemd.cuda ) that achieves remarkable performance for typical system sizes

pubs.acs.org. For example, the GPU implementation of PMEMD in Amber 2024 can simulate a

~23,000-atom solvated protein at ~1.7 microseconds per day on a single high-end GPU

pubs.acs.org. AMBER’s GPU code was among the first to support advanced features (like PME,

and even some advanced ensemble methods) entirely on GPUs blog.pny.com. Multi-GPU scaling

is supported (via MPI), but the developers note that a single GPU often saturates the

performance for a single simulation blog.pny.com. Scaling efficiency beyond 2–4 GPUs per

simulation is limited (e.g. due to one GPU handling PME in older versions), so a common

approach is to run multiple independent simulations in parallel on separate GPUs rather than one

simulation across many GPUs blog.pny.com. AMBER’s CPU parallel version (PMEMD.MPI) can be

used on clusters, but its strongest performance advantage is on single-node GPU setups.

Comparisons have shown that while GROMACS and NAMD benefit from additional CPU cores or

nodes, AMBER’s GPU code maximizes throughput with minimal CPU involvement blog.pny.com.

AMBER continues to optimize: recent updates added support for NVIDIA’s newest GPU

architectures and even some support for AMD GPUs (using HIP) exxactcorp.com.

Features and Use Cases: AMBER includes extensive tools for free energy calculations

(thermodynamic integration, Bennett acceptance ratio, etc.), making it popular for binding

affinity prediction in drug discovery. It also supports constant pH simulations, accelerated MD,

and various restraints for targeted simulations. The suite’s analysis programs (CPPTRAJ, etc.)

facilitate computing RMSD, hydrogen bonds, etc., from trajectories juser.fz-juelich.de. AMBER’s

theoretical foundation also extends to QM/MM: it can perform mixed quantum-classical

simulations by coupling to semi-empirical or ab initio QM engines (e.g., through the Sander

module). This is useful for enzymatic reaction simulations where the active site is treated

quantum-mechanically. In academic research, AMBER is used for long-timescale protein

dynamics, ligand-binding studies, and simulations of RNA/DNA. In industry, it’s valued for its

well-validated force fields (the AMBER force field family is widely used in other programs too)

and its rigorous free-energy workflows for lead optimization.

Licensing and Platform: The AMBER simulation programs are developed by a consortium and

distributed in two parts: AmberTools (open-source, contains preparation and analysis utilities,

and a basic MD engine) and the Amber suite (which includes the optimized PMEMD, available

under a paid license for non-academic use). AmberTools is free (mostly GPL/Apache licenses),

while the full AMBER requires a nominal cost for academics and a commercial license for

industry. AMBER runs on Linux and macOS (and has been built on Windows via WSL or Cygwin).

Ease of use is moderate: users prepare an input file specifying the force field, simulation

parameters, etc., and run the simulation via command-line. The documentation and tutorials are

comprehensive, but users often face a learning curve with the multitude of programs and

environment variables. Nonetheless, once set up, AMBER provides a robust, validated

environment for biomolecular simulation diphyx.com diphyx.com.
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3. CHARMM

Overview: CHARMM (Chemistry at Harvard Macromolecular Mechanics) is both a family of force

fields and a long-standing MD simulation program originally developed by Karplus and

coworkers. The CHARMM program is a versatile classical MD engine with a rich set of features

for macromolecular simulations diphyx.com diphyx.com. It supports the CHARMM force fields

(parametrizations for proteins, lipids, etc.), but also can use others. The theoretical basis is

classical mechanics with options for flexible constraints (SHAKE), various integrators, and

advanced simulation techniques. CHARMM has a comprehensive set of methods for sampling:

Monte Carlo, simulated annealing, normal mode analysis, free energy perturbation, and replica

exchange are among the capabilities. It also has QM/MM functionality and interfaces to quantum

programs for mixed simulations.

Features and Extensibility: Over decades of development, CHARMM has accumulated

numerous modules. It can handle explicit solvent MD, implicit solvent via Generalized Born

models, and specialized methods like 2D replica exchange or Hamiltonian replica exchange.

CHARMM is scriptable via its own control language, allowing users to write complex simulation

protocols. This flexibility has made it a platform for method development. Many novel

methodologies (e.g., early constant pH MD algorithms) were first implemented in CHARMM. It

also integrates with the CHARMM-GUI web server for system preparation, which makes setting

up membranes or protein–ligand systems easier for end users. CHARMM’s analysis tools are

robust, and it can compute a wide range of properties from trajectories. In terms of extensibility,

CHARMM’s source is available to academic researchers (with permission), and researchers have

added custom functionalities over time within the code. However, it is not fully open-source for

redistribution – it has a proprietary academic license.

Performance and Parallelism: CHARMM historically runs on CPUs using MPI for parallelism. It

supports domain decomposition and can scale on clusters, though its performance

optimizations have not always kept pace with newer codes. Some versions of CHARMM have

supported GPU acceleration of key kernels (there were efforts to offload nonbonded calculations

to GPUs), but CHARMM is generally regarded as less GPU-optimized than GROMACS or AMBER.

Instead, projects like OpenMM have allowed use of CHARMM force fields on GPU-accelerated

platforms outside the CHARMM program. CHARMM’s parallel scaling is effective for moderate

numbers of CPUs, but for very large systems or nodes, programs like NAMD (which can use

CHARMM force field files) are often preferred for efficiency aiichironakano.github.io

aiichironakano.github.io. Nonetheless, the CHARMM program remains a workhorse in some labs

for its breadth of methods. For example, it can perform polarizable force field simulations

(CHARMM Drude oscillator model) which require specialized support.

Use Cases: CHARMM is heavily used in academia for detailed studies of biomolecular systems,

such as refining experimental structures, exploring conformational changes, or simulating

membrane proteins with specific lipid force fields. It has been used in thousands of publications.

Pharmaceutical companies have historically used CHARMM for macromolecular simulations as
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well, although many have migrated to faster codes for production runs. The CHARMM force field

itself is widely used via other engines (CHARMM-compatible force fields can be used in NAMD,

OpenMM, GROMACS after conversion, etc.). Thus, even if the CHARMM program is not always

used for final production runs, it is often involved in force field parameterization and initial

modeling steps. The program is available on Unix/Linux platforms and requires a license (free to

academics, commercial licenses for industry). The learning curve is relatively steep; users

typically interact with it through text input scripts. Its longevity and extensive literature support

mean that many protocols are well-tested (and documented in the CHARMM reference manual

and cookbook). In summary, CHARMM’s strength lies in its comprehensive suite of simulation

tools and the rigorous force fields associated with it, while its weaknesses are in raw

performance compared to newer, GPU-centric MD engines.

4. NAMD

Overview: NAMD (Nanoscale Molecular Dynamics) is a parallel MD program designed for high-

performance simulations of large biomolecular systems aiichironakano.github.io. Developed by

the University of Illinois (Schulten and Kale groups), NAMD emphasizes scalability: it can handle

systems with millions of atoms and efficiently utilize hundreds of CPUs or GPUs in parallel. The

program uses the Charm++ parallel programming model, which allows dynamic load balancing

across processors aiichironakano.github.io. NAMD supports the major force fields (CHARMM,

AMBER, OPLS, etc.) for classical MD aiichironakano.github.io, and it reads common file formats

(PDB, PSF, DCD), making it interoperable with preparation tools like VMD and CHARMM-GUI.

Parallel Performance: NAMD was built from the ground up for distributed-memory parallelism.

It scales strongly on supercomputers – early versions demonstrated simulations on thousands

of cores, and current versions (NAMD 2.14 and 3) scale to tens or hundreds of thousands of

cores portal.supercomputing.wales portal.supercomputing.wales. The use of Charm++ allows

NAMD to decompose the simulation into many objects, which are then scheduled on available

processors to balance work. This yields excellent load balancing even for inhomogeneous

systems (like a protein in water) aiichironakano.github.io. NAMD’s efficiency is evident in

simulations of very large systems (100 million atoms or more) that have been reported using it.

For example, NAMD was used to simulate the entire satellite tobacco mosaic virus (1 million

atoms) and even a complex model of a ribosome in explicit solvent, capitalizing on its scalable

design aiichironakano.github.io developer.nvidia.com.

GPU Acceleration: In recent years, NAMD has added GPU support. NAMD 2.x offloads some

calculations to GPUs (nonbonded forces) but still relies on CPUs for other tasks, meaning GPU

utilization could be suboptimal if not enough CPU threads were available

forums.developer.nvidia.com. The newer NAMD 3 (in development/alpha) introduces a “GPU-

resident” mode where the entire simulation loop can run on GPUs, minimizing CPU-GPU

communication. NAMD 3 showed ~2× speedups over 2.14 on the same hardware by better

leveraging GPUs ks.uiuc.edu. Multi-GPU scaling in NAMD is effective for sufficiently large

IntuitionLabs - Custom AI Software Development
from the leading AI expert Adrien Laurent A Technical Overview of Molecular Simulation Software

© 2025 IntuitionLabs.ai - North America's Leading AI Software Development Firm for Pharmaceutical & Biotech. All rights reserved. Page 6 of 23

https://aiichironakano.github.io/cs596/Phillips-NAMD-GPU-JCP20.pdf#:~:text=NAMD%20is%20a%20molecular%20dynamics,thermodynamic%20ensembles%2C%20using%20the%20widely
https://aiichironakano.github.io/cs596/Phillips-NAMD-GPU-JCP20.pdf#:~:text=environments,under%20license%20by%20AIP%20Publishing
https://aiichironakano.github.io/cs596/Phillips-NAMD-GPU-JCP20.pdf#:~:text=objects%20for%20optimal%20performance%20on,allow%20both%20equilibrium%20and%20enhanced
https://portal.supercomputing.wales/wp-content/uploads/2018/06/Lab_Worksheet_NW_Chem_SCW_SLURM.pdf#:~:text=communication,the%20power%20of%20it%20is
https://portal.supercomputing.wales/wp-content/uploads/2018/06/Lab_Worksheet_NW_Chem_SCW_SLURM.pdf#:~:text=exemplified%20by%20the%20fact%20that,Sciences%20Software%20group%20of%20the
https://aiichironakano.github.io/cs596/Phillips-NAMD-GPU-JCP20.pdf#:~:text=NAMD%20is%20a%20molecular%20dynamics,thermodynamic%20ensembles%2C%20using%20the%20widely
https://aiichironakano.github.io/cs596/Phillips-NAMD-GPU-JCP20.pdf#:~:text=NAMD%20is%20a%20molecular%20dynamics,thermodynamic%20ensembles%2C%20using%20the%20widely
https://developer.nvidia.com/blog/massively-improved-multi-node-nvidia-gpu-scalability-with-gromacs/#:~:text=In%20this%20section%2C%20we%20showcase,used%20the%20following%20test%20cases
https://forums.developer.nvidia.com/t/cuda-namd-two-gpu-error/176125#:~:text=CUDA%20NAMD%20two%20gpu%20error,GPUs%20to%20increase%20the%20performance
https://www.ks.uiuc.edu/research/namd/performance.html#:~:text=NAMD%20Performance%20NAMD%203.0%27s%20GPU,8x%20speedup%20on%20Intel%20CPUs
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf
https://intuitionlabs.ai/articles/molecular-modeling-simulation-software?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf


systems: it is noted that to use multiple GPUs per node efficiently, the system size should be

large (hundreds of thousands of atoms) to keep all GPUs busy docs.csc.fi. For example, official

benchmarks indicate multi-GPU NAMD can achieve near-linear scaling up to 8 GPUs for a ~3

million atom virus capsid model docs.csc.fi. NAMD supports CUDA and is also exploring AMD

GPU support via HIP. It remains one of the prime choices for simulations where strong scaling

(running one simulation faster on many resources) is needed – such as very large complexes,

membrane patches, or long-timescale simulations via parallel tempering.

Features: NAMD implements standard MD with rigid bonds (SHAKE) and PME for long-range

electrostatics. It also supports advanced simulation methods: e.g., it has a built-in module for

steered MD (for pulling experiments), a collective variables module for umbrella sampling or

metadynamics, and compatibility with PLUMED. Constant pH MD is available through a recent

implementation pubs.acs.org. NAMD is often paired with the VMD visualization program, which

provides a graphical interface (NAMD GUI or QwikMD plugin) to set up and launch NAMD

simulations ks.uiuc.edu. This integration with VMD makes it user-friendly for newcomers.

Use Cases and Licensing: NAMD’s ability to simulate “big and long” makes it popular for

studying systems like virus capsids, large membrane protein assemblies, and multi-component

complexes (chromatin, whole organelles, etc.) aiichironakano.github.io. It’s used in biophysical

studies (e.g., force-probe MD of unfolding processes, where many parallel simulations are run)

and in drug design for thorough sampling of protein–ligand interactions. NAMD is free for

academic use (source code available for download to academics) ks.uiuc.edu osc.edu and

available to companies via a license from UIUC. It runs on all major HPC platforms (Linux

clusters, GPU nodes, etc.), and precompiled binaries are provided. Usability is good: NAMD uses

a simple text configuration file for inputs, and many tutorials exist. The combination of

NAMD+VMD is often recommended for new researchers in molecular dynamics because of the

relative ease of setup and the powerful analysis/visualization that VMD offers for NAMD’s output.

Overall, NAMD is distinguished by its parallel scalability and its suitability for tackling

computationally intensive MD simulations that might be impractical on lesser-optimized codes

portal.supercomputing.wales portal.supercomputing.wales.

5. LAMMPS

Overview: LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) is a highly

flexible molecular simulation code developed by Sandia National Labs rci.stonybrook.edu. It is

designed to handle a broad range of systems – not only biomolecules but also materials (metals,

semiconductors), polymers, coarse-grained models, and even mesoscopic particles. LAMMPS

supports multiple simulation styles: classical molecular dynamics, Monte Carlo, dissipative

particle dynamics, and more, through a plugin-based architecture. The core of LAMMPS is a

classical MD engine with a wide variety of interatomic potentials implemented (force fields for

biomolecules, many-body potentials like EAM for metals, Buckingham, coarse-grained

IntuitionLabs - Custom AI Software Development
from the leading AI expert Adrien Laurent A Technical Overview of Molecular Simulation Software

© 2025 IntuitionLabs.ai - North America's Leading AI Software Development Firm for Pharmaceutical & Biotech. All rights reserved. Page 7 of 23

https://docs.csc.fi/apps/namd/#:~:text=NAMD%20,as%20the%20STMV%20case%20below
https://docs.csc.fi/apps/namd/#:~:text=NAMD%20,as%20the%20STMV%20case%20below
https://pubs.acs.org/doi/10.1021/acs.jpcb.5c03069#:~:text=A%20Tutorial%20for%20Constant,the%20critical%20problem%20of
https://www.ks.uiuc.edu/research/namd/papers.html#:~:text=NAMD%20Papers%20and%20Citations%20Any,Ribeiro%2C
https://aiichironakano.github.io/cs596/Phillips-NAMD-GPU-JCP20.pdf#:~:text=NAMD%20is%20a%20molecular%20dynamics,thermodynamic%20ensembles%2C%20using%20the%20widely
https://www.ks.uiuc.edu/Research/namd/license.html#:~:text=Group%20www,eg%20not%20for%20commercial%20use
https://www.osc.edu/resources/available_software/software_list/namd#:~:text=NAMD%20,academic%29
https://portal.supercomputing.wales/wp-content/uploads/2018/06/Lab_Worksheet_NW_Chem_SCW_SLURM.pdf#:~:text=dynamics,sided%20communication
https://portal.supercomputing.wales/wp-content/uploads/2018/06/Lab_Worksheet_NW_Chem_SCW_SLURM.pdf#:~:text=exemplified%20by%20the%20fact%20that,Sciences%20Software%20group%20of%20the
https://rci.stonybrook.edu/HPC/software/lammps#:~:text=LAMMPS%20%28Large,force%20fields%20and%20boundary%20conditions
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf
https://intuitionlabs.ai/articles/molecular-modeling-simulation-software?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf


potentials, ReaxFF for reactive simulations, etc.) rci.stonybrook.edu diphyx.com. It also supports

rigid body dynamics, constraints, and various thermostat/barostat ensembles.

Parallel Scalability and GPU: LAMMPS is designed for parallel execution using spatial

decomposition. It can run on single processors or use MPI across many nodes

rci.stonybrook.edu. It’s been demonstrated on systems of millions to billions of particles with

good scaling rci.stonybrook.edu. For example, LAMMPS has been used in solid-state simulations

involving billions of atoms (like shockwave propagation) using large supercomputers. Its parallel

efficiency stems from a combination of C++ optimization and the ability to customize the

communication pattern for different potential ranges. LAMMPS also supports GPU acceleration

through optional packages (e.g., the GPU  package and KOKKOS integration) osti.gov. These

allow running force calculations on NVIDIA or AMD GPUs, often with mixed precision for speed

docs.lammps.org. The KOKKOS backend in LAMMPS provides performance portability (one can

compile LAMMPS to target CUDA, HIP, OpenCL, etc. via KOKKOS). While not every LAMMPS

feature is GPU-accelerated, the most common potentials and pair styles have GPU kernels. In

benchmarks, LAMMPS performs well, though for biomolecular systems (with many constraints

and short-range cutoffs) codes like GROMACS can be faster due to specialized optimizations

osti.gov. LAMMPS’s strength is the ability to simulate unconventional systems or very large

domains rather than raw speed on small protein systems.

Features and Extensibility: A major appeal of LAMMPS is its extensibility. Users can add new

force field “styles” or functionalities by writing C++ classes, and many contributed packages are

included in the distribution rci.stonybrook.edu. Examples of extensions: granular particle

collisions, CFD coupling, peridynamics, and user-defined fixes (to impose custom forces or

algorithms each time step). LAMMPS can perform hybrid simulations – e.g., combining a

quantum region and classical region (via QM/MM coupling to external QM programs), or coupling

different potentials in different regions (using its pair_style hybrid  capability). It also

interfaces with PLUMED for enhanced sampling and has a Python wrapper such that you can

drive LAMMPS from Python scripts. LAMMPS outputs trajectory data in common formats and is

often used with visualization tools like OVITO or VMD for analysis.

Use Cases: In academia, LAMMPS is popular in materials science and chemical engineering. For

instance, it’s used to simulate crystals and dislocations (with EAM potentials), polymer blends,

reactive chemical systems (with ReaxFF for combustion or battery chemistry), and coarse-

grained biological systems. Its ability to do coarse-grained MD with custom potentials makes it

useful for simulating large biomolecular aggregates or long-time-scale phenomena. In the

biomolecular realm, LAMMPS can and has been used (it supports CHARMM/AMBER force fields

via user packages), but it requires more setup effort and is less specialized in that area than

GROMACS/AMBER/NAMD. Industrial researchers use LAMMPS for designing materials (e.g.

predicting mechanical properties of alloys, thermal conductivity, etc.), often taking advantage of

its parallel performance to simulate large representative volumes. LAMMPS is open-source (GPL

v2) diphyx.com diphyx.com and has an active user community contributing improvements. It

runs on Linux, Windows, and Mac, and is straightforward to compile on HPC systems. In terms of

IntuitionLabs - Custom AI Software Development
from the leading AI expert Adrien Laurent A Technical Overview of Molecular Simulation Software

© 2025 IntuitionLabs.ai - North America's Leading AI Software Development Firm for Pharmaceutical & Biotech. All rights reserved. Page 8 of 23

https://rci.stonybrook.edu/HPC/software/lammps#:~:text=LAMMPS%20%28Large,force%20fields%20and%20boundary%20conditions
https://diphyx.com/stories/molecular-dynamics-software/#:~:text=LAMMPS%20Website%2C%20Github
https://rci.stonybrook.edu/HPC/software/lammps#:~:text=,contributed%20packages%20for%20specialized%20applications
https://rci.stonybrook.edu/HPC/software/lammps#:~:text=,contributed%20packages%20for%20specialized%20applications
https://www.osti.gov/servlets/purl/1111636#:~:text=,the%20cool%20features%20and
https://docs.lammps.org/Speed_gpu.html#:~:text=It%20allows%20for%20GPU%20computations,computed%20in%20single%20precision
https://www.osti.gov/servlets/purl/1111636#:~:text=,the%20cool%20features%20and
https://rci.stonybrook.edu/HPC/software/lammps#:~:text=,contributed%20packages%20for%20specialized%20applications
https://diphyx.com/stories/molecular-dynamics-software/#:~:text=LAMMPS%20Website%2C%20Github
https://diphyx.com/stories/molecular-dynamics-software/#:~:text=Yes
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf
https://intuitionlabs.ai/articles/molecular-modeling-simulation-software?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf
https://intuitionlabs.ai/?utm_source=pdf&utm_medium=document&utm_campaign=article&utm_content=a-technical-overview-of-molecular-simulation-software.pdf


usability, running LAMMPS requires writing an input script that defines the simulation “world”

(atoms, force field, integrator, etc.). This script-driven approach offers great flexibility but can

be daunting for new users. However, extensive documentation and examples are provided.

Overall, LAMMPS is the go-to tool when one needs a customizable MD engine outside the

standard biomolecule-focused paradigm – it trades some ease-of-use for unparalleled flexibility

in modeling various molecular systems rci.stonybrook.edu rci.stonybrook.edu.

6. Gaussian

Overview: Gaussian is one of the most established quantum chemistry software packages,

widely used for electronic structure calculations. Currently in version Gaussian 16, it provides

“state-of-the-art capabilities for electronic structure modeling” docs.hpc.gwdg.de

docs.hpc.gwdg.de. Gaussian uses ab initio quantum mechanics methods to compute molecular

energies, optimize geometries, and predict molecular properties. It supports an extensive range

of methods: Hartree–Fock (HF) and semi-empirical SCF, Density Functional Theory (DFT)

(with hundreds of exchange-correlation functionals, including hybrids and range-separated

functionals) cp2k.org cp2k.org, post-HF correlation methods (MP2, MP4, CI, CCSD, CCSD(T) –

the “gold standard” coupled-cluster with perturbative triples), multi-reference methods

(CASSCF, CASPT2), Time-Dependent DFT and CI for excited states, and more. It also allows

composite methods (like G3, CBS, etc.) and has unique features like ONIOM for multi-layer

calculations (embedding high-level QM inside lower-level QM or MM). Gaussian’s theoretical

foundation is the Gaussian orbital basis set expansion of wavefunctions (hence the name):

molecules are described by atomic-centered Gaussian basis functions, and integrals over these

are computed for the electronic Hamiltonian.

Performance and Scalability: Gaussian is well-known for its robustness and wide applicability,

but historically it has not been the most scalable code for large parallel runs. Gaussian 16

supports shared-memory parallelism (OpenMP) and also distributed-memory parallelism using

Linda for certain methods docs.hpc.gwdg.de curc.readthedocs.io. For example, HF and DFT

calculations can be run in parallel across multiple nodes (Linda), including energies, gradients,

and frequency computations curc.readthedocs.io. MP2 energies and TD-DFT can also use multi-

node parallelism curc.readthedocs.io. However, not all methods scale well; portions of MP2

frequency and CCSD are parallelized only to a limited extent curc.readthedocs.io. In practice,

Gaussian jobs often effectively use up to a few tens of cores (with diminishing returns beyond

that), and multi-node jobs are typically efficient for DFT and HF but less so for very high-level

correlated methods. Gaussian’s codebase is highly optimized for single-core performance and

uses efficient algorithms (e.g., Direct SCF for HF/DFT, density fitting for MP2, etc.), so even on a

single workstation it performs well for medium-sized systems.

Gaussian has introduced GPU acceleration in a limited capacity. For instance, Gaussian 16 can

use NVIDIA GPUs to accelerate certain DFT and HF calculations (for ground and excited states)

docs.hpc.gwdg.de. However, this GPU support applies mainly to large molecules where the Fock
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matrix formation benefits from GPU linear algebra; it is not effective for smaller jobs, and post-

SCF methods like CCSD or MP2 do not benefit from GPUs in Gaussian docs.hpc.gwdg.de. One

HPC center notes that using an A100 GPU can speed up DFT for big systems, but often using

many CPU cores yields similar benefits, and that Gaussian cannot utilize AMD GPUs at all

curc.readthedocs.io curc.readthedocs.io. So, while Gaussian has some GPU capability (HF/DFT

on NVIDIA), it remains mostly a CPU-bound code. Memory is an important factor – Gaussian

often requires significant RAM for correlated calculations and can use disk storage for large

temporary files. Efficient I/O (scratching to local disks or SSDs) is vital for big Gaussian jobs.

Use Cases: Gaussian is ubiquitous in computational chemistry for molecules of modest size (up

to few hundred atoms in practice, depending on method). Chemists use Gaussian for electronic

energies and properties: predicting reaction energetics, optimizing transition states, computing

IR/Raman spectra (via frequency analysis), NMR shielding constants, UV-Vis spectra (via TD-

DFT), etc. It has modules for solvation (PCM implicit solvent) and can do relaxed surface scans,

PES explorations, and even molecular dynamics on a potential energy surface. A common use

case is computing a reaction mechanism: one might use DFT (B3LYP or similar) in Gaussian to

optimize reactants, transition states, and products, then refine energies with a higher-level

method (like CCSD(T) in Gaussian). Another is in materials chemistry, Gaussian can handle small

clusters or molecules on a surface (though for periodic systems, other codes are used, since

Gaussian doesn’t do full periodic DFT except via its ONIOM with a smaller model). In pharma,

Gaussian is employed to predict properties like dipole moments, polarizabilities, or to compute

partial charges (MK or CHelpG charges) for force field parametrization.

Integration and Licensing: Gaussian is a commercial product (developed by Gaussian, Inc.). Its

license is restrictive – for example, usage by those developing competing software is prohibited

docs.hpc.gwdg.de. Most academic research groups purchase a site license, and industry users

license it as well. As such, the source code is not openly available, and extensibility is limited to

what Gaussian, Inc. provides. (Researchers cannot modify Gaussian source; they instead rely on

Gaussian, Inc. to implement new methods.) Gaussian does integrate with some workflows: for

instance, GaussView is a GUI to set up Gaussian jobs and visualize results. It can also work with

external programs for ONIOM layers or for QM/MM (Gaussian can serve as the QM engine with

an MM wrapper, though this is less common nowadays compared to using TeraChem or CP2K for

QM/MM). Gaussian’s output is text-based and many third-party parsing tools exist (cclib, etc.) to

extract results for further analysis or integration into automated workflows.

In summary, Gaussian remains a go-to tool for high-accuracy quantum chemical calculations on

molecules. Its strength is the breadth of methods and the reliability/trust it has earned over

decades (the phrase “according to B3LYP/6-31G* using Gaussian” appears in countless papers).

Its weaknesses are in extreme scaling and open extensibility – for massive systems or novel

method development, other codes (NWChem, ORCA, etc.) may be preferred. Gaussian’s user

base spans academic chemists, who often start learning computational chemistry with Gaussian,

to industrial chemists using it for research and development of new compounds.
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7. ORCA

Overview: ORCA is a versatile quantum chemistry software package developed by Frank Neese

and collaborators, provided free for academic use. It is known for its broad method support and

user-friendly features, especially for spectroscopy and inorganic chemistry applications. ORCA

offers multi-purpose quantum chemical methods from semi-empirical up through high-level

wavefunction methods docs.csc.fi. Supported methods include Hartree–Fock and a wide array

of DFT functionals (with analytical gradients and frequencies), second-order perturbation (MP2),

coupled cluster up to CCSD(T) for moderate system sizes, multi-reference methods like

CASSCF, NEVPT2 (important for transition metal complexes), and even some quantum

mechanics/molecular mechanics (QM/MM) capability. ORCA also has density-fitting and domain-

based local correlation techniques (e.g. the DLPNO-CCSD(T) method) for achieving near-

coupled-cluster accuracy on large systems with reduced cost. This is a highlight: ORCA’s

DLPNO-CCSD(T) can handle molecules with hundreds of atoms by exploiting locality, something

that plain CCSD(T) in Gaussian would struggle with.

Spectroscopy Focus: A distinguishing feature of ORCA is its emphasis on spectroscopic

properties of open-shell and transition metal systems docs.csc.fi. It includes specialized

modules for Mössbauer spectra, EPR parameters (g-tensors, hyperfine couplings via

SOPPA/DFT), UV/vis and CD spectra (TD-DFT and coupled cluster), and Raman/IR intensities.

ORCA also supports relativistic calculations (scalar relativistic via ZORA or DKH, and spin–orbit

coupling via state interaction methods) which are critical for heavy-element chemistry. These

capabilities make ORCA especially popular in inorganic and bioinorganic chemistry circles, where

one might study a heme enzyme’s electronic transitions or a metal complex’s EPR spectrum.

Performance and Parallelism: ORCA is written in modern C/C++ and Fortran, and it has steadily

improved parallel performance. It uses MPI for distributed parallelism and can run on multi-core

workstations or clusters. ORCA’s parallel scaling is method-dependent: DFT and HF scales well

up to perhaps tens of cores (with effective load distribution of integrals and SCF iterations),

while highly correlated methods (CCSD(T)) are more limited by communication and scale to

fewer cores efficiently. ORCA 5.0 and 5.0+ introduced significant performance improvements,

including more efficient memory usage and integral handling wires.onlinelibrary.wiley.com. The

developers have highlighted improved parallel scalability in newer versions, though codes like

NWChem or PSI4 might still outperform ORCA in extreme parallel settings. Regarding GPUs: as

of ORCA 5, there is some GPU utilization (e.g., for RI-J Coulomb fitting or perhaps for certain

linear algebra tasks), but ORCA does not yet offer broad GPU acceleration of the sort that

TeraChem or PySCF do. A forum statement indicated “Orca doesn’t have GPU support at this

time” for major tasks github.com. This may evolve in version 6, but currently ORCA relies on

CPUs and can make use of typical cluster resources with MPI+OpenMP hybrid parallelism.

Ease of Use and Integration: ORCA is praised for its relatively simple input format. The input is

an organized text file specifying the task (e.g., energy, opt, frequency) and method/basis, with

intuitive keywords. The output is verbose but clear. ORCA comes with auxiliary programs (Orca
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Mapspc, etc.) and integrates with visualization tools like Avogadro and IQmol, which have ORCA

input generation and output parsing support. This makes setting up jobs and examining results

(molecular orbitals, vibrations) straightforward for users. The ORCA community (via an online

forum) is active, and the program’s extensive manual serves as both reference and tutorial for

many methods.

Licensing: ORCA is free for academic users (a simple registration is required to download)

docs.csc.fi docs.csc.fi, but it is not open-source. The license forbids redistribution, and each

user must agree to terms (primarily to not use it commercially or share the binaries). Commercial

users need to obtain permission or a license through the company Orca Computing or related

channels. Thus, while academics have zero-cost access, the source code is closed and method

developers cannot directly modify ORCA’s internals (they often collaborate with Neese’s team to

integrate new methods).

Use Cases: ORCA’s niche is handling medium-sized molecular systems with sophisticated

electronic structure requirements. For example, a common use case is a transition metal

complex with ~50–100 atoms: one can run DFT (perhaps a double-hybrid functional) for

geometry, then use DLPNO-CCSD(T) for a highly accurate single-point energy pubs.aip.org.

ORCA would excel at this, yielding results comparable to Gaussian or Q-Chem but without a

license cost. Another use is studying a reaction mechanism in an enzyme active site: ORCA’s

QM/MM interface can treat the active site with DFT and the rest with a force field, or one could

do a large-model DFT with domain correlation methods to estimate energetics. Spectroscopic

predictions, as mentioned, are a strength – ORCA is often used to compute EPR spectra

parameters to help interpret experiments on metalloenzymes, something not as straightforward

in other codes. In industrial settings, ORCA is sometimes used where Gaussian is not available or

for specific capabilities like the DLPNO methods. Its relatively low memory footprint and cost

make it useful on standard hardware for quite large systems (e.g., drug-sized molecules or

protein fragments). In summary, ORCA offers an excellent balance of functionality and

performance for a broad range of quantum chemistry problems, with particular leadership in

transition metal and spectroscopy applications docs.csc.fi docs.csc.fi.

8. NWChem

Overview: NWChem is an open-source computational chemistry package aimed at scalable

parallel computations for both quantum chemistry and molecular dynamics. Developed

initially at Pacific Northwest National Lab, it was designed to run on high-performance parallel

supercomputers as well as clusters en.wikipedia.org portal.supercomputing.wales. NWChem

provides a comprehensive range of methods: Gaussian-basis quantum methods (HF, DFT, MP2,

CC, etc.), plane-wave DFT for periodic systems, many-body techniques, as well as some

classical MD and QM/MM capabilities portal.supercomputing.wales. Its philosophy is to have a

unified environment where one could, for example, do a quantum calculation on a molecule, a

periodic slab calculation, or a molecular dynamics simulation with the same software.
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Quantum Mechanics Features: On the QM side, NWChem’s capabilities are extensive. It

supports DFT with many functionals and allows using Gaussian basis sets or plane-wave basis

(with pseudopotentials) pubs.aip.org portal.supercomputing.wales. It has plane-wave Car–

Parrinello MD implemented (NWPW module) for materials simulations institute.loni.org. NWChem

includes high-level post-HF methods: Møller–Plesset perturbation up to MP4, configuration

interaction, and a robust coupled-cluster module (including CCSD, CCSD(T), and even higher

excitations) pubs.acs.org. Notably, it features the Tensor Contraction Engine for efficient

handling of the many indices in coupled-cluster equations, enabling fairly large CCSD(T)

calculations in parallel nwchemgit.github.io nwchem-sw.org. The developers demonstrated

nearly 400 basis function CCSD(T) calculations on workstation-class hardware using these

efficient algorithms nwchemgit.github.io nwchem-sw.org. NWChem also has time-dependent

DFT and time-dependent HF for excited states, plus a variety of properties modules (NMR

chemical shifts, response properties, etc.). For QM/MM, NWChem can embed quantum

calculations in point-charge or MM environments, which is useful for solvated reactions or

enzyme studies.

MD and Classical Simulations: While not as commonly used for MD as GROMACS/AMBER,

NWChem can do classical molecular dynamics and potential energy scans. It includes some

force fields (AMBER parameters, etc.) and can propagate MD or Monte Carlo trajectories

portal.supercomputing.wales. However, its MD functionality is more proof-of-concept or for

integrated QM/MM dynamics rather than a high-performance MD engine. Typically, users choose

NWChem for quantum calculations and might use a separate specialized MD code for purely

classical simulations.

Parallel Scalability: Scalability is the hallmark of NWChem. It was architected with a Global

Arrays (GA) parallel model that provides a shared-memory-like interface across distributed

memory nodes portal.supercomputing.wales. This allows for one-sided communication and

efficient parallelization of matrix and tensor operations crucial in quantum calculations. As a

result, NWChem can utilize thousands of CPU cores effectively. For example, its parallel DFT can

handle very large molecular systems or densely parallel jobs, and the coupled-cluster can be

distributed across many nodes (though CC scaling is inherently steep, NWChem can push the

limits of feasible size via parallelism). The code has demonstrated scaling on leadership-class

supercomputers, and an “NWChemEx” project is underway to refactor it for exascale computing.

Because it’s open-source, many national labs and researchers have optimized NWChem for

particular architectures, including advances in using accelerators. GPU support in classic

NWChem is limited (some integrals or operations could potentially use GPU libraries, but there

isn’t widespread CUDA acceleration in the mainstream version). The next-generation exascale

version is expected to integrate GPU acceleration more fully. For now, NWChem relies on MPI

across CPUs and benefits from fast interconnects and large memory per node.

Use Cases: NWChem is used in research that demands large-scale or high-throughput quantum

chemistry. Examples: computing a large set of molecular energies for a materials database

(where running many DFT jobs in parallel on a supercomputer is needed), or performing very
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high-accuracy calculations on small molecules (where one might leverage thousands of cores to

do a hefty CCSD(T) with a large basis). Its plane-wave DFT module allows simulations of periodic

crystals, surfaces, and liquids (similar to VASP or Quantum Espresso, but with the advantage of

hybrid functionality with molecular code). It’s also used in the chemistry of clusters and catalysis

where one might treat a reactive site with high-level theory and the rest with lower-level –

NWChem’s unified environment is convenient for that. Another scenario is quantum dynamics

or response theory: NWChem can do some time-propagation for simulating spectra. The

package has been applied to study aqueous chemistry (explicit solvent DFT MD), materials like

metal-organic frameworks, and more portal.supercomputing.wales.

Licensing and Integration: NWChem is free and open-source (Educational Community License

2.0) diphyx.com. This encourages integration into custom workflows; for instance, it’s used on

supercomputers in automated reaction mechanism generators or materials screening pipelines.

Its input system is keyword-based (somewhat similar to Gaussian’s but with its own syntax). The

learning curve can be moderate since it’s less guided by GUI tools. However, its extensive

manual and active user community (mailing lists, GitHub) support new users. Because NWChem

is open, researchers have integrated it with scripting (Python interfaces exist via the PySCF-

NWChem bridge, etc.) and contributed new modules (for example, new functionals or local

correlation methods).

In summary, NWChem is the workhorse of high-performance computational chemistry: not

always the first choice for a small single calculation (where Gaussian or ORCA might be simpler),

but essential when scaling up either in system size or in computing resource, and when an open,

adaptable code is needed for innovation portal.supercomputing.wales

portal.supercomputing.wales. It straddles the quantum chemistry and molecular simulation

domains, offering a bit of both, and thus serves as a crucial tool in the toolkit for computational

chemists tackling large-scale problems.

9. AutoDock (and AutoDock Vina)

Overview: AutoDock is a pioneering software suite for protein–ligand docking, developed by

the Scripps Research Institute. It is widely used in computer-aided drug design to predict how

small molecules (ligands) bind to a receptor of known 3D structure. The AutoDock family

includes the original AutoDock (versions 3 and 4) which use a Lamarckian genetic algorithm for

conformational search, and AutoDock Vina, a newer program by Oleg Trott (2010) that

introduced a gradient-based conformational search and an improved scoring function. AutoDock

Vina is extremely popular due to its speed and ease of use, and has been cited thousands of

times. It is open-source and free, making it accessible for academic screening projects.

Theoretical Foundations: Docking in AutoDock involves two main components: a search

algorithm to explore ligand orientations/conformations, and a scoring function to evaluate

binding affinity. AutoDock 4’s scoring function is an empirical free-energy force field, calibrated
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to experimental binding data. Vina’s scoring function is also empirical but with a different

functional form (part physics-based, part empirically fitted) and tends to be more robust across

diverse targets. Vina’s search uses iterated local search (a combination of Monte Carlo and

gradient optimization), which is both faster and often more accurate in pose prediction than the

genetic algorithm in AutoDock 4. Notably, in a large benchmark (the CASF-2016 assessment of

scoring functions), AutoDock Vina achieved the top rank for “docking power” (ability to

reproduce ligand poses), outperforming many other docking tools pubmed.ncbi.nlm.nih.gov.

This indicates Vina’s methodology is quite effective in finding correct binding modes

pubmed.ncbi.nlm.nih.gov.

Performance: AutoDock Vina is designed to be efficient on a single standard CPU. It can dock a

typical drug-like ligand in a receptor pocket in seconds to minutes, depending on settings. It

automatically spawns multiple threads (using OpenMP) to utilize multi-core processors.

However, out-of-the-box, Vina does not distribute work across multiple machines – docking

multiple ligands can be done in parallel by splitting the library among CPUs or cluster nodes (an

embarrassingly parallel approach common in virtual screening). Because docking individual

compounds is independent, workflows like VirtualFlow can dispatch thousands of Vina docking

jobs in parallel on a cluster. There’s also ongoing development of GPU-accelerated docking: a

recent project “Vina-GPU” implemented Vina’s algorithm on GPUs, achieving 21-fold (average)

speedups over CPU Vina while retaining accuracy pubmed.ncbi.nlm.nih.gov. This means large

virtual screens that previously took days could potentially finish in hours on modern GPU farms.

Additionally, a variant called AutoDock-GPU (for the original AutoDock4 scoring function) is

being developed in collaboration with Nvidia, targeting high-throughput screening on GPU

clusters chemrxiv.org. These accelerations are important for industry-scale virtual screening of

millions of compounds.

Use Cases: AutoDock has been extensively used for drug discovery research – from small

academic projects docking tens of ligands, to massive library screens of millions of compounds

(the latter often with the help of distributed computing or cloud resources). It’s used to predict

binding poses and rank candidate ligands for further testing. Examples include finding inhibitors

for enzymes, predicting antibody–drug interactions, and even virtual screening for crop

protection agents. During events like the COVID-19 pandemic, AutoDock Vina was heavily used

to screen repurposed drugs against viral proteins. However, docking scores from Vina (and

docking tools in general) are not always highly correlated with true binding affinity – they are

used as a rough filter, after which top candidates are often rescored with more accurate

methods or tested experimentally. AutoDock’s integration in workflows is facilitated by its

simple input/output: it reads PDBQT files (PDB with partial charges and atom types) for receptor

and ligand, and outputs predicted poses with scores. Many pipeline tools (e.g., PyRx,

VirtualFlow, AutoDockTools GUI) build around AutoDock to automate preparing inputs and

analyzing results.

Extensibility: AutoDock Vina is open-source (Apache/MIT license). The source code can be

modified; indeed, there are forks like QuickVina (optimized for speed) and Vinardo (with an
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altered scoring function for better accuracy on specific targets). The open nature allows the

community to contribute: for example, binding site customizations or integration with new

scoring functions. AutoDock 4 is also open (under GPL) and has been customized in various

ways by researchers (e.g., to add custom energy terms).

Ease of Use: Vina is command-line driven and requires minimal setup: just the receptor

structure (preprocessed to add hydrogens and set up a grid box) and the ligand structure

(prepared with protonation and rotatable bonds). There are many tutorials, and tools like

AutoDockTools or MGLTools offer a GUI to prepare input files. The results (poses) can be

visualized in molecular viewers easily. AutoDock has thus become a standard first-line tool for

those wanting to perform docking studies without the barrier of expensive software. The trade-

off for this accessibility is that more complex scenarios (induced fit, explicit water, metal ions

with specific coordination) might not be handled as well as in some advanced commercial tools.

Nonetheless, AutoDock and Vina provide a solid baseline that in many cases yields useful

predictions of binding modes pubmed.ncbi.nlm.nih.gov, with an excellent balance of accuracy

and speed for virtual screening needs.

10. Schrödinger Suite (Desmond & Glide)

Overview: Schrödinger Inc. offers an integrated suite of computational chemistry tools, among

which Desmond (for molecular dynamics) and Glide (for docking) are standout components.

These tools are widely used in the pharmaceutical industry and by academic groups that have

access to Schrödinger’s software. The Schrödinger platform (via the Maestro GUI) allows

seamless handoff between modeling steps: for example, one can dock ligands with Glide, then

set up MD simulations of top poses in Desmond, all within one interface. While commercial,

these tools often define the state-of-the-art in terms of accuracy and polish.

Glide (Ligand Docking): Glide is a high-accuracy docking program known for its sophisticated

sampling algorithms and scoring functions. It has multiple modes: HTVS (High-Throughput

Virtual Screening) for very fast screening with some approximations, SP (Standard Precision) for

general use, and XP (Extra Precision) for thorough exploration at higher computational cost

schrodinger.com. Glide systematically searches ligand pose space using hierarchical filters and

grid-based scoring schrodinger.com. It builds on methodologies that approximate exhaustive

conformational search with pruning, followed by in-place optimization of poses in the receptor’s

grid potential sakai.rutgers.edu sakai.rutgers.edu. Glide’s scoring (GlideScore) is an empirical

scoring function with terms for van der Waals, electrostatics, hydrogen bonds, lipophilicity,

rotatable bonds, etc., calibrated to distinguish true binders from non-binders schrodinger.com

schrodinger.com. In XP mode, additional terms capture subtle effects like hydrophobic enclosure

rewards for ligands that displace water in hydrophobic pockets schrodinger.com. Glide has been

shown to be extremely accurate in reproducing crystal poses: the original publication

demonstrated roughly twice the accuracy of earlier programs GOLD and FlexX in pose prediction

sakai.rutgers.edu sakai.rutgers.edu. It is also one of the top methods in terms of enrichment –
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effectively distinguishing active molecules from decoys in virtual screening sakai.rutgers.edu.

Glide’s performance is aided by custom optimizations; for instance, the HTVS mode can dock ~2

compounds/second on a single core schrodinger.com, while SP takes ~10 s/compound and XP

~2 min/compound on average hardware schrodinger.com. This allows large library screens

(millions of compounds) to be tackled with sufficient computing resources. Glide also supports

“induced fit docking” (in combination with the Prime module) to handle receptor flexibility: the

Induced Fit Docking protocol generates alternative receptor conformations around the binding

site to accommodate ligand-induced changes schrodinger.com.

Desmond (Molecular Dynamics): Desmond is a high-performance MD engine originally

developed by D. E. Shaw Research and later made available through Schrödinger (with a free

standalone version for academics). Desmond is optimized for biomolecular simulations on

modern hardware, especially GPUs. It employs advanced parallel algorithms and numerical

methods to achieve very high simulation throughput. For example, it uses novel parallel

decomposition schemes and has extremely efficient Particle-Mesh Ewald implementations. A

2008 paper by Desmond’s authors showcased simulating ~1 μs/day on a commodity cluster for a

protein system, which was groundbreaking at that time. In the current form, Desmond on GPU

workstations can reach multiple microseconds per day for typical protein systems, comparable

or exceeding GROMACS and AMBER in many cases. Desmond’s design is oriented towards

pharmaceutical needs: it can simulate large complexes (like membrane proteins with explicit

solvent) and supports replicas for advanced sampling (e.g., replica-exchange MD). It also has

good integration with enhanced sampling tools and free energy calculation protocols (FEP+ in

Schrödinger is built on Desmond MD).

GPU and Parallelization: Desmond takes advantage of both GPUs and multi-core CPUs. It uses

a mixed CPU–GPU approach where the heavy calculations (force evaluations) are on GPUs, while

CPUs handle some communication and integration steps. It can scale across multiple GPUs and

multiple nodes (in Schrödinger’s implementations, it supports MPI to run on HPC clusters). One

unique aspect is that Desmond can use single-precision arithmetic in non-critical parts to boost

speed without loss of accuracy in final results, similar to approaches in AMBER and GROMACS.

The D. E. Shaw group, known for the Anton special-purpose machine, applied many of their

insights to make Desmond efficient on general hardware. As a result, Desmond is regarded as

one of the fastest MD codes available publicly (Anton itself is faster but is specialized hardware).

With the Schrödinger interface, tasks like running a 100 ns simulation of a protein–ligand

complex is user-friendly, and Desmond’s output can be analyzed in Maestro or exported to

common formats.

Use Cases: In industry, Glide and Desmond are often used in tandem: Glide finds likely binders,

then Desmond refines those poses and computes binding free energies (through MM-GBSA or

FEP). Many pharma companies rely on Glide for virtual screening campaigns because of its

proven accuracy and the support Schrödinger provides. The ability to handle protein flexibility

(through induced fit) and the generally lower false-positive rate of Glide XP are big advantages.

Desmond is used for refining homology models (MD to relax structures), checking the stability of
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docked poses, exploring protein conformational changes, and computing thermodynamic

properties. For example, Schrödinger’s FEP+ approach uses many short Desmond simulations of

ligand transformations to compute ΔG of binding with high accuracy, which has been

documented in the literature as approaching experimental accuracy in many cases. In academia,

these tools are used as well, especially via free licenses (Schrödinger often provides them to

academics, albeit with some node limits). They have been applied in diverse projects: from drug

discovery (e.g., discovering novel inhibitors with Glide) to basic research (e.g., simulating the

dynamic behavior of a riboswitch RNA with Desmond).

Licensing and Integration: Glide and Desmond are commercial – part of Schrödinger’s suite –

and require a license. They are tightly integrated into the Maestro GUI, which facilitates setting

up complex workflows without scripting. However, they also have command-line versions (the

free Desmond version can be run via command line with a text input). The integration of these

tools with each other (and other Schrödinger modules like Prime for QM, Phase for

pharmacophores, etc.) exemplifies an advantage of a commercial suite: everything is designed

to work in concert. For example, one can take a protein, do protein preparation (adding

hydrogens, optimizing H-bonds) with PrepWizard, dock ligands with Glide, run Desmond MD on

the top poses, and then calculate binding energies – all within one environment with results

stored in a project database. This streamlining is a reason many companies invest in this

software, as it boosts productivity for computational chemists.

In summary, Glide and Desmond represent best-in-class tools in their respective domains of

docking and MD. Glide offers accuracy and advanced features like various precision modes and

induced fit, with proven success in virtual screening sakai.rutgers.edu. Desmond provides a fast

and reliable MD engine suitable for rigorous studies of biomolecular behavior over nanosecond

to microsecond timescales. Together, within the Schrödinger suite, they form a powerful

platform for molecular modeling and simulation in both academic and industrial research.

Comparative Discussion and Conclusion

The above ten tools cover the spectrum of molecular modeling needs – from all-atom dynamics

of proteins to electronic structure of molecules and binding prediction of drug candidates. When

comparing them, several themes emerge:
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Performance and Scalability: For classical MD, GROMACS, NAMD, AMBER, LAMMPS, and Desmond

all offer parallelism and (to varying degrees) GPU acceleration. GROMACS and Desmond excel in

single-node performance, leveraging GPUs to reach multiple microseconds/day for typical systems

developer.nvidia.com. NAMD shines in multi-node scaling for very large systems

aiichironakano.github.io, making it ideal for petascale simulations. AMBER’s GPU engine is extremely

fast on a single GPU (often cited as fastest per-GPU for explicit solvent MD blog.pny.com), though it

gains less beyond one GPU blog.pny.com. LAMMPS can handle enormous particle counts with good

scaling, particularly useful outside biomolecular contexts rci.stonybrook.edu. For quantum codes,

Gaussian is robust on single nodes but limited in parallel scaling (beyond a few dozen cores or

single-node GPUs) docs.hpc.gwdg.de curc.readthedocs.io. ORCA and NWChem sacrifice a bit of

user-friendliness to achieve better parallel scalability and handle larger systems (ORCA with local

correlation methods, NWChem with distributed computing to thousands of cores)

portal.supercomputing.wales portal.supercomputing.wales. In docking, Glide and AutoDock Vina both

run efficiently on one node; Glide can utilize parallel multi-core and Vina has community-developed

GPU versions for screening massive libraries pubmed.ncbi.nlm.nih.gov. Overall, the choice often

boils down to scale: for routine tasks on one machine, Gaussian or ORCA for QM and GROMACS or

AMBER for MD are excellent. For massive tasks, NWChem or parallel ORCA (for QM) and NAMD or

LAMMPS (for MD) step in, and for high-throughput (like docking thousands of compounds),

AutoDock and Glide can be distributed easily across computing resources.

Accuracy and Methods: All these tools are generally state-of-the-art in the methods they

implement, but there are differences in focus. Gaussian and ORCA are comparable in offering high-

accuracy quantum methods (Gaussian has a slight edge in breadth of obscure features, ORCA in

specialized spectroscopy and newer correlation techniques). NWChem also has a wide method

portfolio, with an emphasis on methods that scale (like linear-scaling DFT, high-performance

CCSD(T)) portal.supercomputing.wales portal.supercomputing.wales. In MD, all engines use similar

force fields, so accuracy is more about the force field choice than the engine; differences lie in

available advanced algorithms (e.g., AMBER and CHARMM have many fine-grained options for force

field variants, GROMACS and LAMMPS allow custom potentials, etc.). Docking accuracy is tricky to

quantify; Glide’s extensive validation and proprietary optimizations tend to give it an edge in many

benchmarks (with XP often ranking at the top in pose prediction and virtual screening success rates)

sakai.rutgers.edu, whereas AutoDock Vina, while very good for a free tool, can sometimes lag in

scoring accuracy (though as noted, it had the best docking power in CASF-2016

pubmed.ncbi.nlm.nih.gov). In practice, experts often use multiple docking tools for consensus.
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Extensibility and Integration: Open-source tools like GROMACS, LAMMPS, NWChem, ORCA,

AutoDock offer the ability to modify or extend the code. For instance, researchers might add a

custom collective variable module to NAMD or PLUMED for enhanced sampling (works with

GROMACS, NAMD, LAMMPS, etc.), or a new DFT functional to NWChem. OpenMM is an example that

we discussed conceptually: it was explicitly designed to be extensible and hardware-independent

pmc.ncbi.nlm.nih.gov pmc.ncbi.nlm.nih.gov, addressing the need to integrate new algorithms easily.

Even though we did not list OpenMM in the top ten, it’s worth noting that it influences the field by

enabling rapid prototyping of MD methods in Python – something traditional MD codes can’t do as

easily pmc.ncbi.nlm.nih.gov pmc.ncbi.nlm.nih.gov. On the commercial side, Schrödinger’s suite is

less about user extensibility (it’s closed-source) but more about integration – all pieces working

together. That integration is a form of extensibility at the workflow level: e.g., using Desmond results

to inform Glide rescoring and vice versa, or linking to their quantum code (Jaguar) in an automated

pharmacophore modeling cycle.

Ease of Use: This varies widely. Gaussian (with GaussView) and Schrödinger (with Maestro) offer

relatively polished user experiences – one can often use them without heavy scripting. AutoDock has

GUI helpers (like AutoDockTools) but generally requires some preparation steps that can be error-

prone for novices (e.g., ensuring protonation states, grid box size). GROMACS and AMBER have

steep learning curves due to the many options and steps (but many tutorials exist). NAMD with VMD

is user-friendly for MD setup. ORCA and NWChem require the user to write text inputs – ORCA’s is

quite user-friendly among QM codes (with helpful outputs), while NWChem’s input is more complex

due to its many modules. LAMMPS likely has the highest learning curve due to its script language

and the need to assemble force field information manually, but it rewards the effort with unmatched

flexibility. Community support and documentation are crucial here: GROMACS, LAMMPS, and ORCA,

for instance, have strong user forums and manuals, which mitigate the difficulty.

Licensing and Cost: Half of the tools discussed are open-source/free (GROMACS, LAMMPS, NAMD,

ORCA (free for academics), NWChem, AutoDock) and thus widely accessible. Gaussian and AMBER

require purchase (though AMBER’s cost for academics is modest, Gaussian is more expensive and

controlled). Schrödinger’s tools are commercial and typically require significant investment (but they

do grant free use to academics in some cases). In industry, cost is weighed against productivity

gains – hence Gaussian and Schrödinger are prevalent in pharma/chem companies, while academics

often opt for ORCA or NWChem as Gaussian alternatives, and for MD use GROMACS/AMBER/NAMD

which are free.

Typical Use Case Map: If one were to choose an optimal tool for a given scenario, a rough map

would be: For small molecule quantum calculations, Gaussian (if available) or ORCA are top

choices (with ORCA excelling if spectroscopic detail or very large system approximation is

needed, Gaussian for broad reliability). For materials or extended systems quantum, CP2K or

NWChem or a plane-wave code (outside our list, like VASP/QE) might be chosen – we saw

NWChem can handle both Gaussian and plane-wave, albeit not as specialized as CP2K in that

domain. For classical MD of biomolecules, GROMACS and AMBER lead in many academic labs

(with GROMACS known for speed and AMBER for its force field and free energy tools), while

NAMD is chosen for huge systems or multi-user facilities (its charm++ parallel model handles

shared supercomputers well). LAMMPS would be chosen for non-standard MD (coarse grain,

materials MD, custom potentials). OpenMM (again not in top ten but conceptually) is used when
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one needs to interface MD with machine learning or rapid prototyping in Python – a growing

niche. For docking, AutoDock Vina is the go-to free tool, whereas those with resources will use

Glide for its higher accuracy in lead optimization projects. In critical pharmaceutical projects,

one might use both: run a fast AutoDock screen on millions of compounds to get a narrowed set,

then use Glide XP on the top few thousand to get a more accurate ranking, followed by MD

(Desmond) and free energy calculations for the final few dozen candidates.

In conclusion, the computational chemistry software ecosystem is rich and continually evolving.

The “top 10” tools we have detailed illustrate the diversity: from community-driven open projects

harnessing global developer contributions (like LAMMPS, GROMACS, NWChem) to

professionally developed, highly optimized commercial packages (like Schrödinger’s).

Professionals in the field often employ multiple tools in combination, leveraging the strengths of

each. For example, a drug discovery pipeline might involve quantum chemistry (Gaussian/ORCA)

to understand reactivity, docking (Glide/AutoDock) to screen compounds, and MD simulations

(Desmond/AMBER) to refine and predict stability – possibly all glued together with custom

scripts or workflow managers. Thus, mastery of these tools and understanding their comparative

advantages is a key skill for computational chemists. Ongoing developments (exascale

computing, machine learning integration, GPU advancements) continue to push these software

to new performance heights and methodological capabilities, ensuring that the landscape of

molecular modeling software remains dynamic and innovative.

References: (Each tool’s section above contains in-line citations to relevant literature, manuals,

or benchmark reports, denoted by the reference markers like developer.nvidia.com, which

correspond to the sources supporting the statements.)
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leads the US market in custom AI software development and pharma implementations with proven

results across public biotech and pharmaceutical companies.

Elite Client Portfolio: Trusted by NASDAQ-listed pharmaceutical companies including Scilex

Holding Company (SCLX) and leading CROs across North America.

Regulatory Excellence: Only US AI consultancy with comprehensive FDA, EMA, and 21 CFR Part 11

compliance expertise for pharmaceutical drug development and commercialization.

Founder Excellence: Led by Adrien Laurent, San Francisco Bay Area-based AI expert with 20+ years

in software development, multiple successful exits, and patent holder. Recognized as one of the top

AI experts in the USA.

Custom AI Software Development: Build tailored pharmaceutical AI applications, custom CRMs,

chatbots, and ERP systems with advanced analytics and regulatory compliance capabilities.

Private AI Infrastructure: Secure air-gapped AI deployments, on-premise LLM hosting, and private

cloud AI infrastructure for pharmaceutical companies requiring data isolation and compliance.

Document Processing Systems: Advanced PDF parsing, unstructured to structured data

conversion, automated document analysis, and intelligent data extraction from clinical and regulatory

documents.

Custom CRM Development: Build tailored pharmaceutical CRM solutions, Veeva integrations, and

custom field force applications with advanced analytics and reporting capabilities.

AI Chatbot Development: Create intelligent medical information chatbots, GenAI sales assistants,

and automated customer service solutions for pharma companies.

Custom ERP Development: Design and develop pharmaceutical-specific ERP systems, inventory

management solutions, and regulatory compliance platforms.

Big Data & Analytics: Large-scale data processing, predictive modeling, clinical trial analytics, and

real-time pharmaceutical market intelligence systems.

Dashboard & Visualization: Interactive business intelligence dashboards, real-time KPI monitoring,

and custom data visualization solutions for pharmaceutical insights.

AI Consulting & Training: Comprehensive AI strategy development, team training programs, and

implementation guidance for pharmaceutical organizations adopting AI technologies.

Contact founder Adrien Laurent and team at https://intuitionlabs.ai/contact for a consultation.
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DISCLAIMER

The information contained in this document is provided for educational and informational purposes only.

We make no representations or warranties of any kind, express or implied, about the completeness,

accuracy, reliability, suitability, or availability of the information contained herein.

Any reliance you place on such information is strictly at your own risk. In no event will IntuitionLabs.ai or

its representatives be liable for any loss or damage including without limitation, indirect or consequential

loss or damage, or any loss or damage whatsoever arising from the use of information presented in this

document.

This document may contain content generated with the assistance of artificial intelligence technologies.

AI-generated content may contain errors, omissions, or inaccuracies. Readers are advised to

independently verify any critical information before acting upon it.

All product names, logos, brands, trademarks, and registered trademarks mentioned in this document are

the property of their respective owners. All company, product, and service names used in this document

are for identification purposes only. Use of these names, logos, trademarks, and brands does not imply

endorsement by the respective trademark holders.

IntuitionLabs.ai is North America's leading AI software development firm specializing exclusively in

pharmaceutical and biotech companies. As the premier US-based AI software development company for

drug development and commercialization, we deliver cutting-edge custom AI applications, private LLM

infrastructure, document processing systems, custom CRM/ERP development, and regulatory compliance

software. Founded in 2023 by Adrien Laurent, a top AI expert and multiple-exit founder with 20 years of

software development experience and patent holder, based in the San Francisco Bay Area.

This document does not constitute professional or legal advice. For specific guidance related to your

business needs, please consult with appropriate qualified professionals.

© 2025 IntuitionLabs.ai. All rights reserved.
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